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Abstract
This paper introduces a new benchmark designed to evaluate the effective context length handled by Large Language Models
(LLMs) in Italian. Following the structure of the five core tasks from the English BABILong dataset, we created an equivalent
benchmark tailored for Italian. We used it to assess the context management capabilities of several prominent LLMs, both
small and large, pretrained from scratch or fine-tuned specifically for Italian. Additionally, we tested a context extension
technique called “SelfExtend” that does not require any training or fine-tuning phase, measuring its effectiveness using our
proposed benchmark.
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1. Introduction
As the capabilities of Large Language Models (LLMs) con-
tinue to advance, one of the most critical areas of improve-
ment lies in their ability to process and retain information
over extended sequences of text, a feature commonly re-
ferred to as context length. Traditional benchmarks for
evaluating LLMs focus on accuracy, reasoning, and gen-
eration quality, but often overlook systematic assessment
of how well a model can operate when presented with
extremely long input sequences.

LLMs long context is crucial for Retrieval-Augmented
Generation (RAG) because it allows the model to process
and reason over more retrieved information at once. In
RAG systems, external documents or chunks of text are
retrieved based on a query and then passed to the LLM
to generate accurate and contextually relevant answers.
A longer context window means the model can consider
more documents or larger portions of documents simul-
taneously, reducing the need to truncate or summarise
input data. This leads to better comprehension, improved
factual accuracy, and more coherent responses, especially
for complex or multi-part queries.

Evaluating the context length capabilities of LLMs is
crucial for understanding their practical utility in real-
world applications requiring long-range reasoning, docu-
ment understanding, and multi-turn conversations. Over
the past years, several standardised benchmarks have
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been developed to assess and compare the performance
of LLMs across varying context lengths.

A widely cited benchmark framework is the Kamradt’s
‘Needle-in-a-Haystack’1 which probes a model’s ability to
retrieve a small piece of relevant information embedded
in a long, distractor-filled sequence. This test is consid-
ered a litmus test for whether models truly attend to
long-range dependencies rather than relying on heuris-
tics or recency biases.

Another critical benchmark is ‘Passage Retrieval and
Question Answering’ over long contexts, exemplified
by datasets such as ‘NarrativeQA’ [1] and ‘HotpotQA’
[2]. These datasets require models to maintain coher-
ence and extract pertinent information across several
paragraphs or documents. The ‘BookSum’ benchmark
[3] further extends this approach by evaluating abstrac-
tive summarisation over entire books, posing an extreme
challenge to context handling.

To assess performance on computationally efficient
long-context processing, the ‘Long Range Arena’ pro-
vides a suite of tasks including image classification, text
retrieval, and list sorting, adapted to sequence modelling
tasks with sequences ranging from 1k to 16k tokens [4].
While not all tasks are purely devoted to natural language
processing, they benchmark architectural innovations
like sparse attention and memory-efficient transformers.

‘LongBench’ [5] provides comprehensive testbeds
across domains covering key long-text application ar-
eas including single-doc QA, multi-doc QA, summarisa-
tion, few-shot learning, synthetic tasks, and code com-
pletion in both English and Chinese, evaluating both
performance scaling and fidelity to far-positioned inputs.

An et al. [6] present a new evaluation suite ‘L-Eval’

1https://github.com/gkamradt/LLMTest_NeedleInAHaystack.git
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containing 20 sub-tasks, 508 long documents, and more
than 2,000 human-labelled query-response pairs includ-
ing diverse task types, domains, and input lengths.

Taken together, these benchmarks form a multi-faceted
suite of tools that not only test LLMs for maximum sup-
ported context length but also probe their effective use
of context. As models scale to handle millions of tokens,
developing robust and generalisable long-context bench-
marks remains an active area of research, especially for
languages different from English.

Regarding the techniques for increasing context
‘awareness’ in transformers, recent works have intro-
duced scaling techniques specifically targeting context
length extrapolation. For example, Press et al. [7] pro-
posed the in-Context Learning Extrapolation to test
model performance when context lengths at inference
time far exceed those seen during training. Considering
this, we could refer to a recent interesting survey on tech-
niques for extending transformers context by Wang et al.
[8].

Another English benchmark, relevant to this work,
is ‘BABILong’ [9], a benchmark specifically designed to
evaluate the maximum usable context length of large lan-
guage models. BABILong provides a controlled and ex-
tensible framework for measuring how effectively LLMs
can retrieve and use information embedded at various po-
sitions within long input contexts. The benchmark simu-
lates real-world scenarios where crucial information may
appear early in a document and must be recalled accu-
rately much later, such as in code completion, document
summarisation, and legal or scientific reasoning tasks.
Each BABILong instance presents the model with a struc-
tured sequence containing query-relevant and distractor
content spread over thousands to potentially millions of
tokens. The model is then tasked with answering queries
or completing sequences that require precise recollection
of target information, making it possible to assess the
degradation of performance as a function of input length.

Unlike traditional evaluations, BABILong systemati-
cally varies the distance between the query and its corre-
sponding reference information, enabling granular anal-
ysis of context window utilisation and scaling properties
across different architectures. The benchmark supports
plug-and-play integration with both decoder-only and
encoder-decoder models, and it is agnostic to pretraining
data, making it suitable for comparative studies across
proprietary and open-source models.

In summary, BABILong provides a scalable, inter-
pretable, and model-agnostic benchmark for long-context
reasoning and memory fidelity and it is a very useful
tool for researchers and practitioners seeking to push
the boundaries of efficient long-sequence modelling in
large-scale language systems. Moreover, it can be easily
extended to other languages: the goal of this work re-
gards the extension of BABILong to Italian, allowing for

Figure 1: BABILong schema for generating tasks: task facts
are hidden into distractor text fragments extracted from PG19
(picture from [9]).

a careful testing and benchmarking of LLMs that natively
handle the Italian language.

2. A new benchmark for Italian
BABILong extends the bAbI benchmark [10], which con-
sists of 20 tasks designed to evaluate basic aspects of
reasoning. These tasks are generated by simulating in-
teractions among characters and objects across various
locations, each represented as a fact, such as “Mary trav-
eled to the office.” The challenge is to answer questions
based on the facts generated in the current simulation,
such as “Where is Mary?” The tasks in bAbI vary in
the number of facts, question complexity, and the rea-
soning skills they assess, including spatial and temporal
reasoning, deduction, and coreference resolution.

Solving tasks that require long-context processing de-
mands that a model effectively identify and attend to
relevant information embedded within extensive irrele-
vant content. To emulate this scenario, they embed the
core task sentences within passages of distractor text
sampled from a closely related distribution (see Figure 1).
Each example is constructed by progressively appending
sentences from the background corpus, preserving their
natural order, until the desired total length is achieved.
This approach decouples the evaluation context length
from the intrinsic length of the original task, thereby
enabling the assessment of models capable of handling
inputs extending to millions of tokens. As background
material, they used books from the PG19 dataset [11],
chosen for their substantial length and naturally occur-
ring long-form narrative structure.

We reproduced the same process proposed in BABI-



Long by, first, translating English sentences belonging to
BABILong tasks leveraging Google Translate and then
using the Project Gutemberg2 (PG) Italian free texts as
base corpus for extracting distractor fragments.

Given that all the major evaluations in the BABILong
paper [9] were performed considering only the first five
tasks, namely QA1-QA5, we decided to translate and
post-process only these five tasks and insert them into
BABILong-ITA.

In order to build a reliable and effective Italian bench-
mark we had to manually revise and adapt automatic
translations ensuring a good adherence to common Ital-
ian language adjusting translation artifacts or wrong
translations. In particular, we had to manage these phe-
nomena:

• Proper Names translation: Google Translate
did not translate English proper names of people
involved in the task, thus we have to replace them
consistently with common Italian proper names,
e.g. ‘John’->‘Giovanni’, ‘Mary’->’Maria’, etc.

• Object/Place Simplification: the automatic
translation tended, in some cases, to trans-
late single English words into Italian multi-
word expressions artificially increasing tasks dif-
ficulty. We simplify objects/places translations
like ‘bedroom’->‘camera da letto’->‘camera’ and
‘football’->‘pallone da calcio’->‘pallone’, etc.

• Verb Tenses: for expressing past events English
consistently use the past tense while in Italian,
even if the equivalent past tense ‘passato remoto’
is grammatically correct, is much more common
using the ‘passato prossimo’. We then adapted
the translations replacing all these tenses, e.g.
‘andò’->‘è andato/a’, ‘posò’->‘ha posato’ and ‘si
spostò->‘si è spostato/a’ adapting the suffixes to
the sentence subject preserving the correct gram-
matical agreement.

• Proposition Correction: sometimes Google
Translate generates inappropriate translations
from the point of view of the used prepositions;
we corrected them, for example ‘John si recò al
giardino’->‘Giovanni si è recato in giardino.’ or
‘Mary andò nel corridoio’->‘Maria è andata in cor-
ridoio’, ensuring a better adherence to the most
common use of them.

• Translation Mistake Corrections: sometimes,
especially when translating questions with im-
plicit referents, Google Translate rendered incor-
rect Italian sentences that we have to carefully

2https://www.gutenberg.org/

check and correct also by leveraging regular ex-
pressions: for example ‘What is the kitchen west
of?’->‘Qual è la cucina a ovest?’->‘La cucina è a
ovest di che cosa? ’.

While we could have incorporated a broader range of
state/position-changing predicates in the translations, we
chose to adhere to the original selections, as the English
benchmark did not include such variations.

Table 1 shows one example for each BABILong-ITA
task without the insertions of any distractor texts (0k
configuration).

3. Benchmark evaluation
In order to test the effectiveness of the new proposed
benchmark and to grasp some idea about the performance
of the most relevant models able to effectively handle
the Italian language, we performed a set of experiments
involving quite a large set of LLMs.

First of all, we considered the new models presented in
2024 and trained from scratch on Italian: the first by the
SapianzaNLP group3, namely sapienzanlp/Minerva-7B-
base-v1.0 and sapienzanlp/Minerva-7B-instruct-v1.0, and,
second, the largest model proposed by iGenius/CINECA
using the unofficial conversion sapienzanlp/modello-
italia-9b-bf16 for simplicity. We considered also
two fine-tuned model from DeepMount00, namely
DeepMount00/Qwen2-1.5B-Ita and DeepMount00/Mistral-
Ita-7b, a model from Microsoft, microsoft/Phi-4-mini-
instruct, one from meta, meta-llama/Llama-3.1-8B-
Instruct both in its original and quantised form relying
on bartowski/Meta-Llama-3.1-8B-Instruct-Q4_K_S and, fi-
nally, two models from Google, google/gemma-3-4b-it
and the huge google/gemini-2.0-flash. All models were
downloaded from the HuggingFace model repository4

and used on a local server except for gemini-2.0-flash that
was queried using the Google API.

3.1. Experiments setting
In BABILong, the authors consider performance satis-
factory if the accuracy of an answer exceeds 85% and
a complete failure if it is below 30%. Of course, as the
authors said, this definition of “satisfactory performance”
is not universal and should be adapted to the specific task
at hand.

The comparison with the correct result follows the
original BABILong evaluation method: the LLM output
is lowercased, and the first valid target it names is con-
sidered as the LLM answer and compared with the gold
target in order to compute model accuracy.

3https://nlp.uniroma1.it/minerva/
4https://huggingface.co/
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QA1 single-supporting-fact
Context: Sandra si è diretta verso la cucina. Daniele si è diretto verso il bagno. Maria è andata in giardino. Maria si è
recata in ufficio. Sandra si è recata in camera. Giovanni si è recato in ufficio. Sandra si è recata in ufficio. Sandra si è
trasferita in cucina.
Question: Dov’è Maria? Answer: ufficio.

QA2 two-supporting-facts
Context: Sandra si è diretta verso il corridoio. Giovanni si è diretto verso il bagno. Sandra ha afferrato il pallone lì. Daniele si
è recato in camera. Giovanni ha preso il latte lì. Giovanni ha lasciato cadere il latte. Sandra si è trasferita in giardino. Daniele
è tornato in corridoio. Sandra ha buttato via il pallone. Giovanni si è spostato in corridoio. Giovanni è tornato in giardino.
Sandra è andata in cucina. Daniele si è trasferito in camera. Sandra si è diretta verso il corridoio. Sandra si è trasferita in
cucina. Giovanni si è recato in ufficio. Sandra è andata in giardino. Sandra ha afferrato il pallone lì. Sandra ha
posato lì il pallone. Daniele è tornato in cucina.
Question: Dov’è il pallone? Answer: giardino.

QA3 three-supporting-facts
Context: Maria è andata in ufficio. Sandra si è spostata in corridoio. Sandra ha afferrato il pallone. Maria ha preso lì la
mela. Sandra si è recata in giardino. Daniele si è spostato in corridoio. Sandra ha posato il pallone. Daniele è andato in
camera. Sandra ha preso il pallone. Maria ha posato la mela. Maria è tornata in bagno. Giovanni si è spostato in bagno.
Giovanni è andato in corridoio. Sandra ha posato il pallone. Daniele si è diretto verso il corridoio. Sandra ha raccolto il
pallone. Sandra si è recata in ufficio. Daniele si è recato in bagno. Daniele è tornato in ufficio. Daniele si è recato in cucina.
Sandra ha raccolto la mela lì. Sandra ha buttato lì la mela. Sandra ha lasciato cadere il pallone. Giovanni si è recato in
giardino. Maria si è recata in giardino. Sandra ha afferrato il pallone lì. Sandra ha buttato lì il pallone. Sandra si è diretta
verso la cucina. Maria si è trasferita in camera. Maria è andata in corridoio. Sandra si è diretta verso il corridoio. Giovanni
è andato in cucina. Sandra si è recata in bagno. Daniele è tornato in bagno. Giovanni si è trasferito in ufficio. Giovanni
ha preso il latte. Giovanni si è diretto verso il bagno. Daniele è tornato in camera. Maria si è recata in camera. Daniele si
è diretto verso il corridoio. Giovanni si è trasferito in camera. Sandra si è recata in giardino. Daniele è tornato in cucina.
Giovanni ha lasciato il latte. Daniele si è recato in ufficio. Daniele ha preso il pallone. Maria è andata in corridoio. Daniele
ha afferrato la mela lì. Giovanni si è diretto verso il bagno. Giovanni si è diretto verso il corridoio. Giovanni è andato
in ufficio. Giovanni è tornato in cucina. Maria si è recata in ufficio. Daniele è tornato in giardino. Daniele è andato
in camera. Daniele si è spostato in bagno. Daniele è tornato in giardino. Sandra è tornata in bagno. Daniele è
andato in camera. Daniele ha lasciato la mela. Daniele ha lasciato il pallone. Daniele ha afferrato il pallone.
Question: Dov’era la mela prima di essere in camera? Answer: giardino.

QA4 two-arg-relations
Context: Il giardino si trova a ovest della camera. L’ufficio si trova a est della camera.
Question: La camera è a est di che cosa? Answer: giardino.

QA5 three-arg-relations
Context: Enrico ha preso il pallone lì. Enrico si è recato in giardino. Enrico ha passato il pallone a Giovanni. Maria è
andata in cucina. Giovanni ha passato il pallone a Enrico. Enrico ha consegnato il pallone a Giovanni. Maria ha
preso il latte lì. Giovanni si è diretto verso la cucina. Giovanni si è trasferito in giardino. Daniele si è recato in camera.
Question: Chi ha ricevuto il pallone? Answer: Giovanni.

Table 1
BABILong-ITA examples. This table shows the “0k” configuration without distracting text. In the longer context configurations
(1k, 2k, 4k...) fragment of texts from PG have been inserted between context sentences as distractors following the original
BABILong schema.

3.2. Results
Figure 2 presents the average retrieval accuracy across
all tasks for each evaluated LLM on the BABILong-ITA
benchmark.

LLMs trained from scratch in Italian, specifically Min-
erva and Modello-Italia, generally show low perfor-
mance. However, within their maximum supported con-
text length of 4k tokens, their performance remains rela-
tively stable across all tested lengths.

The fine-tuned models from DeepMount00 demon-
strate consistently poor retrieval performance. Despite

a declared maximum context length of 32k tokens, they
struggle significantly even at much shorter lengths. Sim-
ilar observations apply to Phi-4, which fails to achieve
satisfactory results even at just 1/16 of its maximum de-
clared context window.

Google’s Gemma3 shows slightly better performance,
managing to handle contexts up to approximately 1/8
of its maximum declared length. Conversely, Gemini-
2.0-flash, with a nominal maximum context length of 1
million tokens, solves fewer than 50% of the tasks at 128k,
an underwhelming result given its scale.



Figure 2: BABILong-ITA evaluation results for tested LLMs averaged over the five proposed tasks. The thick black line marks
the maximum context length for a given model (for Gemini-2.0-flash the official limit is 1000k tokens). Blue squares indicate
cells not computed for computational restriction reasons, but actually not useful for the evaluation because smaller contexts
already presented very low retrieval accuracies. On the contrary, gray cells marks combinations that we were not able to
calculate that are approximated by the corresponding quantised model. In A) we have original accuracies, while in B) we
normalised the accuracy w.r.t. the "0k" case to show the relative reduction of accuracy obtained increasing the test context size.

Among the tested models, LLaMA-3.1-8B stands out
as the most effective. Although we completely evaluated
only its quantised version, which performs slightly below
the full model, it successfully retrieves 35% of the hid-
den information even at the maximum declared context
length. It appears to offer an excellent balance between
local deployment feasibility and performance, trailing

only slightly behind the much larger Gemini-2 model.
Figure 3 presents the per-task performance of the two

best-performing LLMs tested, namely Gemini-2.0-flash
and the quantised version of LLaMA-3.1-8B. The QA2
and QA3 tasks are notably more complex than the oth-
ers, with both models struggling to retrieve the target
information in QA3, even within very short contexts.



Figure 3: Per task BABILong-ITA evaluation results for the best two tested LLMs.

Given these results and the smooth transitions
across different context lengths, we can conclude that
BABILong-ITA appears to be a reliable benchmark for
testing the effective context length of LLMs.

4. Extending Large Language
Models Context Length

Extending the context length of LLMs is a key research
direction aimed at improving their ability to reason over
long documents, maintain dialogue coherence, and pro-
cess extensive sequences of information.

Several approaches have emerged to address the com-
putational and architectural challenges associated with
long-context modeling:

• Sparse Attention and Efficient Transformers.
One class of techniques involves modifying the
attention mechanism to reduce its quadratic com-
plexity with respect to sequence length. Models
such as Longformer [12], BigBird [13], and Re-
former [14] introduce sparse or locality-sensitive
hashing attention patterns to enable efficient pro-
cessing of longer sequences. These methods trade
off some global attention capacity for linear or
sub-quadratic scaling, allowing context lengths
up to tens of thousands of tokens.

• Memory-Augmented Models. These models
incorporate external memory buffers to persist in-
formation across long sequences. Transformer-XL
[15] uses a segment-level recurrence mechanism,
enabling longer context windows by caching hid-
den states across segments. Similarly, models like
Compressive Transformer [11] compress and store
previous activations to extend memory capacity
while maintaining computational tractability.

• Position Encoding Innovations. Absolute po-
sitional encodings pose a limitation on extrapo-
lation beyond trained sequence lengths. Relative
positional encodings, as used in Transformer-XL
[15] and Rotary Position Embeddings (RoPE) pro-
posed by Su et al. [16] provides better generali-
sation to longer contexts. More recent methods
such as YaRN [17] adjust RoPE scaling to main-
tain performance across significantly extended
context lengths.

• Training and Fine-Tuning on Long Contexts.
Recent advancements show that increasing con-
text length during pretraining can yield substan-
tial improvements. Big models like Claude, Gem-
ini and GPT-4 are examples of models trained or
adapted for extended context windows up to 128k
tokens or more. Techniques such as long-context
fine-tuning, positional interpolation [18], and lin-
ear RoPE interpolation [7] have demonstrated ef-
fectiveness in scaling pretrained transformers to
larger context windows without retraining from
scratch.

The paper by Jin et al. [19] introduces a novel method
called “SelfExtend”, which enables LLMs to handle sig-
nificantly longer contexts without any fine-tuning. This
approach addresses the limitations of previous methods
that often require extensive fine-tuning or architectural
changes.

SelfExtend operates by constructing a bi-level atten-
tion mechanism during inference without modifying in
any way the model structure or pretrained weights:

• Neighbour Attention focuses on dependencies
among adjacent tokens within a specified range
reducing the standard self-attention window to
the closest positions. If 𝐿 is the context window
for the pretrained model, the parameter 𝑤𝑛 < 𝐿



Figure 4: This figure shows the construction of the attention score matrix (before softmax) of SelfExtend: the example
considers a sequence of length 10 fed into an LLM with the pretraining context window size 𝐿 = 7. Numbers indicate the
relative distances between the corresponding query and key tokens. Here 𝑤𝑛 = 4 and 𝐺𝑠 = 2. The two kind of attentions are
then merged and the softmax operation is applied on the resulting matrix (picture and description taken from [19]).

controls the dimension of the neighbour atten-
tion.

• Grouped Attention captures dependencies
among tokens that are far apart averaging the
contributions of the pretrained self-attention be-
tween different 𝐺𝑠 positions.

The maximum length of the extended context in the
ideal case can be computed as

(𝐿− 𝑤𝑛) *𝐺𝑠 + 𝑤𝑛 (1)

thus, for example, if we have 𝐿 = 4096 and choose
𝑤𝑛 = 2048 and 𝐺𝑠 = 16, the ideal maximum extended
context would be 34𝑘 tokens.

Figure 4 shows a small example of attention construc-
tion by mixing Neighbour and Grouped Attentions.

These two attention levels are computed based on the
original model’s self-attention mechanism, allowing for
the extension of the context window with only minor
code modifications and no need for additional training.

The authors argue that LLMs inherently possess the
capability to handle long contexts, and the primary chal-
lenge lies in the out-of-distribution (O.O.D.) issues related
to positional encoding. To mitigate this, SelfExtend maps
unseen large relative positions to those observed during
pretraining, effectively addressing the positional O.O.D.
problem.

Empirical evaluations in Jin et al. [19] demonstrate
that SelfExtend substantially improves the long-context
understanding ability of LLMs and, in some cases, even
outperforms fine-tuning-based methods on tasks such
as language modeling, synthetic long-context tasks, and
real-world long-context tasks.

This method has been successfully applied to various
models, including LLaMA-2, Mistral, SOLAR, and Phi-2,
showcasing its versatility and effectiveness in extending
context windows without compromising performance.

More details on SelfExtend can be found in the original
paper [19].

4.1. Using SelfExtend to increase LLMs
context length

The baseline model for our experiments is the
largest model produced by the SapienzaNLP team:
sapienzanlp/Minerva-7B-base-v1.0 is a Mistral-based
model configured with a 4096-tokens fixed context and
without sliding window pretrained from scratch on Ital-
ian and English [20]. Building on this baseline, we ex-
tended its context using SelfExtend with varying values
of 𝑤𝑛 and 𝐺𝑠, resulting in several variants referred to
as “LongMinerva”. These extended models were then
evaluated on the proposed BABILong-ITA benchmark.

Figure 5 presents the results obtained by applying Self-
Extend with seven different combinations of 𝑤𝑛 and 𝐺𝑠.
The method proves to be quite effective, enabling context
extension for the original Minerva model maintaining
similar performance for contexts ≤4k. Notably, the Long-
Minerva variants with 𝑤𝑛 = 512 or 1024 and 𝐺𝑠 = 16
achieved satisfactory performance improvements, given
the original performance at 0k. Considering that SelfEx-
tend operates without requiring any additional training
or fine-tuning, these results seem particularly promising.

5. Discussion & Conclusion
This paper introduced a new benchmark for evaluating
the effective context length of LLMs in Italian. Based on
a similar resource originally developed for English, we
translated and manually cleaned the data to construct a
reliable and meaningful Italian benchmark.

Our evaluation of several prominent LLMs capable of
processing Italian validated the quality of the proposed



Figure 5: BABILong-ITA evaluation results for the experiments on context extension by using SelfExtend on the
sapienzanlp/Minerva-7B-base-v1.0 model, averaged over the five proposed tasks. In round brackets we have (𝑤𝑛, 𝐺𝑠). The
thick black line marks the maximum context length for a given extended context model computed using eq. (1). Blue squares
indicate cells not computed for computational restriction reasons, but actually not useful for the evaluation because smaller
contexts already presented very low retrieval accuracies. In A) we have original accuracies, while in B) we normalised the
accuracy w.r.t. the "0k" case to show the relative reduction of accuracy obtained increasing the test context size.

benchmark and offered a clear picture of the actual con-
text lengths these models can effectively handle.

The conclusions align closely with those reported in
the original BABILong study by Kuratov et al. [9]: LLMs
tend to struggle with retrieving relevant information at
context lengths significantly shorter than their declared
maximum capacities.

As an additional contribution, we applied the tech-
nique proposed by Jin et al. [19] to extend LLM context
length without any training or fine-tuning, achieving
promising results also for Italian large language models.

The benchmark data and all the codes for reproducing

the experiments are available on Github5.
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