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Abstract

In this paper, we introduce IUBAS, the first annotation scheme that provides an in-depth analysis of the Explainee’s reactions
in explanatory dialogues. Current schemes, mainly focusing on answers to what, how, and, occasionally, why questions, lack
the granularity to capture the full range of the Explainee’s contribution. Our richer framework, grounded in argumentation
and philosophical theory, distinguishes different kinds of explanation requests, feedback types, and critical questions. We
provide empirical evidence of the effectiveness of the scheme through a set of experiments with three SOTA LLMs. The
IUBAS scheme provides a more detailed understanding of how Explainees interact with Explainers in a dialogical setting,
contributing to the development of more sophisticated and human-like conversational agents.

Keywords

explanatory dialogues, annotation scheme, explanations

1. Introduction

The ability to provide and understand explanations is cru-
cial in human communication and cognitive development.
Psychologists argue that explanation is a key mechanism
by which we learn generalizations and theories about the
world (e.g., in childhood development) [1, 2]. Similarly,
the ability of an automated system to justify its predic-
tions and provide human-understandable explanations
for some given facts has been a key research objective
since the dawning of Machine Learning (ML) and Arti-
ficial Intelligence (AI). The recent rise of AI systems in
highly specialised fields, such as the legal or medical do-
main for prediction and diagnostics, has brought the need
for eXplainable AI (XAI) ever more to the forefront, but
the computational modeling of agents capable of engag-
ing in collaborative explanatory dialogues with users still
represents a significant challenge [3, 4]. Researchers have
long emphasized that interactive explanatory dialogues
— where a user asks clarification questions and an AI sys-
tem explains — are essential for trust and understanding
in critical domains, such as education, healthcare, and
law.

However, existing computational frameworks for di-
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alogues typically rely on speech act theory [5], and de-
scribe explanations as answers to what, how, and why
questions, while not accounting for the kind of feedback
given for an explanation in a detailed manner. Explana-
tions or argumentative dialogical turns are described -
at the high level - as explanation requests by Explainees
(e.g., "Why [explanandum]?"), explanatory answers by
Explainers ("Because of [explanans]”), and possibly some
basic feedback by the Explainee ("I (don’t) understand.")
[6, 7]. However, these frameworks lack the granularity
to capture the complex interplay of challenges, clarifica-
tions, and personalized feedback, especially on the Ex-
plainee’s side, that characterize real-world explanatory
dialogues.

In order to contribute to this line of research, we intro-
duce IUBAS (the “I Understand, But...” Annotation Scheme),
a novel framework that goes beyond the simplest kinds of
“question-answer-feedback” interactions, offering a more
fine-grained approach to labelling the Explainee’s reac-
tions in explanatory dialogues. Our annotation scheme
distinguishes between types of explanation requests, feed-
back, and critical questions, and incorporate contrastivity
and motivation as key dimensions of our proposal. To
empirically verify the effectiveness of the scheme, we
perform experiments onthe task of predicting dialogue
quality with three recent LLMs. Our results demonstrate
that automatically annotating the Explainee’s turns in a
corpus of explanatory dialogues help achieve compara-
ble or higher performance in comparison with current
frameworks, confirming the central role of the Explainee
in modelling effective explanatory dialogues1.

1Code and annotation here: github.com/andreazaninello/iubas
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2. Background

The study of explanations in philosophy and argumenta-
tion theory covers a wide range of questions. Researchers
have focused on distinguishing explanations from other
forms of reasoning, such as clarifications and arguments,
highlighting the difference in their core function. Ex-
planations differ from clarifications in that, while the
latter simply aim at understanding, explanations aim
at increasing knowledge, carrying greater illocutionary
force. Moreover, while arguments aim to provide evi-
dence for a doubted claim, explanations seek to account
for (e.g., provide a cause for) an already accepted, un-
controversial statement [8, 9, 10, 11]. This distinction
becomes evident in the medical context, where a doctor
might request an explanation for a patient’s dark urine (a
belief in an already accepted symptom in which no jus-
tification is required) but may seek an argument for the
diagnosis of hemolytic anemia (a hypothesis that requires
justification).

Further research has investigated the formal and nor-
mative dimensions of explanations, concentrating on
developing argument schemes and critical questions as-
sociated with common explanatory inferences, such as
Inference to the Best Explanation [12, 13, 14, 15]. Prag-
matic studies, on the other hand, focus on defining the
speech act of explaining [16] and its communicative
function in various contexts. A key pragmatic function
attributed to explanations is the transfer or enhancement
of understanding [17, 18, 19], which becomes particu-
larly crucial when communication is triggered by a lack
of shared beliefs between the participants. In such in-
stances, explanations act as a local move within a broader
argumentative dialogue, facilitating smoother communi-
cation. For instance, an arguer will more easily develop
an effective argumentative strategy once she understands
“where the opponent is coming from”, i.e., once the op-
ponent explains why she doubts or rejects the arguer’s
thesis [20].

Analyzing explanations as individual moves within
broader argumentative contexts, however, differs from
studying genuinely explanatory dialogues. Explanatory
dialogues2 are strict dialectical procedures specifically de-
signed to promote the transfer or enhancement of under-
standing. In explanatory dialogues, the prototypical
setting is that of an Explainer clarifying or transferring
their understanding of a phenomenon (represented as
𝑝) in response to an Explainee’s “Why 𝑝”, “What is 𝑝?”,
“How does 𝑝 work?” etc. questions [22, 23, 19]. The
inherent dialogical nature of explanations stems from
their communicative goal, which is strictly connected
with the Explainee’s level of understanding, (social and
professional) role, curiosity, interests, beliefs, and doubts.
2Sometimes also referred to as “explaining dialogues” or “dialogical
explanations” [21, 6].

Consequently, a comprehensive model of explanatory
interactions should not only focus on the explanations
provided, but also on the request for and reception of
such explanations. In addition, the development of anno-
tation schemes for explanatory dialogues is also crucial
for training automatic dialogue systems and evaluating
their ability to engage in effective knowledge transfer.

For simplicity, throughout the paper, we will assume
the following definitions and notation.

• Phenomenon (p): event, fact, evidence, effect dis-
cussed in the dialogue; its existence is a precondi-
tion for explanatory dialogue (e.g., medical con-
dition)

• Explanandum (E): event, fact, evidence, effect in
that it requires explanation or understanding (e.g.,
medical symptom)

• Explanans (H ): event, fact, hypothesis, cause of E
that provides explanation or understanding (e.g.,
disease or medical injury)

• Explainer (Er): who is clarifying or transferring
their understanding of E through the stating of H

• Explainee (Ee): who is requesting, giving feed-
back on or challanging an explanation H for some
given E

3. Related work

Models of Explanatory Dialogues

Despite its importance, the field of explanatory dialogues
remains relatively understudied compared to that of ar-
gumentation in general. Nonetheless, some researchers
have studied this phenomenon, contributing to the un-
derstanding and modeling of such interactions. Cawsey
[22] focuses on human-computer interactions, emphasiz-
ing the need for AI systems to respond to user feedback
and refine explanations based on their understanding
and background knowledge. Cawsey proposes content-
related rules for structuring non-interactive explanations
and dialogue rules for guiding the interactive process.
Moore [23] highlights the role of explanations in facilitat-
ing understanding and learning. She proposes four key
requirements for interactive explanation systems: natu-
ralness, responsiveness, flexibility, and sensitivity. These
requirements emphasize the need for AI systems to en-
gage in natural conversation, adapt to user needs, and be
sensitive to contextual factors. Walton [9, 19, 24] present
a broader model of explanatory dialogue, characterizing
it based on initial situations, collective goals, and rules
governing different dialogue stages. Walton [25] distin-
guishes between explanatory and clarificatory dialogues,
noting that clarifications focus on resolving ambiguities
in expressions or speech acts while explanations target
the understanding of events or facts.



In recent years, Arioua and Croitoru [26] formal-
ized and extended Walton’s model, proposing a more
flexible protocol that allows for backtracking and di-
alectical shifts between explanatory and argumentative
dialogue. Rohlfing et al. [27] advocated for a social
and interactive approach to AI explainability, empha-
sizing the co-construction of understanding through dia-
logue. Wachsmuth and Alshomary [6] analyzed human-
to-human explanatory dialogues, focusing on linguistic
patterns and adaptations based on user proficiency levels
and Feldhus et al. [7] revised Wachsmuth and Alshomary
[6]’s proposal with an adaptation to a pedagogical setting.
More recently, Zaninello and Magnini [28] focused on
the co-construction of knowledge in the medical domain,
showing that LLMs benefit from a dialogical structure
of explanations. Similarly, Fichtel et al. [29] presented a
study demonstrating that LLMs can partly engage in co-
constructive explanation by fostering user engagement
but still struggle to adapt explanations based on user un-
derstanding. However, while recognizing the central role
of the Explainee, they do not provide a comprehensive
framework to model the Explanee’s contribution in the
co-construction of understanding.

Annotation Schemes

As mentioned in the previous sections, various models of
explanatory dialogues have been proposed, each focusing
on different aspects of the interaction. However, within
the computational linguistic field, few comprehensive
annotation schemes can be found. In the following sec-
tion, we introduce two of the most prominent annotation
schemes: the 5-levels scheme, proposed by Wachsmuth
and Alshomary [6], and the Rewired scheme by [7], an
extension of the 5-levels proposal.

The 5-levels scheme [6] annotates each turn of a dia-
logue according to three different dimensions, resulting
in a three-dimensional annotation for each turn where
only one tag for dimension is allowed. The dimensions
are: the discussed topic (T), the dialogue act (D), and the
explanation move (E).

Dimension (T) recognizes that participant might be dis-
cussing the main topic (e.g. climate change), a subtopic
(e.g., temperature increase), or some (un)related topic
(e.g., greenhouse gas emissions). Dimension (D) is based
on speech act theory and is derived from the DIT++
Taxonomy of Dialogue Acts3 [30, 5], providing a coarse
account of the type of question asked, whether an an-
swer confirms or disconfirms whay previously asked, and
whether a given statement agrees, disagrees or provides
more information on a certain concept. The third di-
mension (E) provides a taxonomy of explanation moves

3https://dit.uvt.nl

in dialogue, including checking understanding or prior
knowledge, giving or requesting explanations, signaling
(non-)understanding, providing feedback, assessments,
or extra information, and a catch-all for any other moves
(see Table ??).

The 5-levels scheme was used to annotate the Wired
[6] and the ELI5 [21] datasets (see Section 3). In both
datasets, annotation is realized at the turn level on the
three dimensions (T, D, and E), where a turn corresponds
to either the Explainer or the Explainee taking the floor.
Each turn can be made of one or more utterances. This
scheme provides a high-level categorization of explana-
tory dialogue acts but, as mentioned, mainly focuses on
the Explainer’s contribution, as can be seen from Table
11.

The Rewired scheme [7] is an extension of the 5-
levels scheme that proposes to add a new layer of an-
notation on top of the three proposed by Wachsmuth
and Alshomary [6], drawing from pedagogical studies
and teaching practice. The primary difference lies in the
introduction of 10 teaching acts (T) in the new scheme.
This new layer, focused on teaching strategies, such as
assessing prior knowledge, proposing lesson steps, engag-
ing in active experience, etc. allows for a more granular
analysis of the instructional process, highlighting how
teachers manage classroom interactions and instructional
delivery.

Datasets

Despite their importance and relevance, explanatory di-
alogue data are scarse, as they are difficult to collect
and analyze. One of the few available datasets is the
5-levels “Wired” dataset [6], a corpus of 65 English dia-
logues from Wired’s 5 Levels video series, where 13 topics
are discussed and explained to five explainees of varying
expertise, resulting in 65 dialogues for a total of 1550
turns. Other available datasets rely on the crawling of
discussions online, such as those in blogs and forums. For
instance, the ELI5-dialogues corpus contains 399 daily-life
explanatory dialogues from the Reddit forum “Explain
Like I am Five” (ELI5). We introduce one example dia-
logue from this dataset in Table 9.

4. Accounting for the Explainee’s

Contribution: The IUBAS

Annotation Scheme

As highlighted in Section 3, current dialogue annota-
tion schemes recognize basic explanatory requests, mod-
elled as "what-", "how-", and "why-" questions, which
they categorize under "information-seeking" dialogical

https://dit.uvt.nl


functions [5, 19, 6]. Such schemes also acknowledge
basic feedback like "signal understanding" or "signal non-
understanding" [6]. However, they usually do not recog-
nize complex requests that include contrast classes and
motivations, and different kinds of complex feedback that
might include, e.g., qualifications, explanatory remarks,
or critical questions. Complex requests and feedback
are typical in real-world explanatory dialogues. While
current accounts underline the dynamic nature of ex-
planatory dialogues, they underestimate the importance
of directly considering the Explainee’s needs, contextual
factors, and the co-construction of understanding, which
are, however, vital to fully understand explanatory inter-
actions.

This limited approaches neglect the contrastive na-
ture of explanations, where an Explainee might seek to
understand why a particular explanandum (E) is the case,
instead of alternative possibilities (E*) [31, 18]. Further-
more, the motivations behind the Explainee’s questions
are often ignored, neglecting the valuable contextual in-
formation that motivates their doubts and inquiries [20],
which in turn also has important implications on the
Explainer’s reaction itself. For instance, once the Ex-
plainer understands what, exactly, puzzles or confuses
the Explainee (where does her explanatory request "come
from") the Explainer can provide a more effective, tailor-
made, explainee-centered response. She can focus on the
aspects of the problem that the Explainee considers most
relevant and choose the effective communicative strategy
sensitive to the required level of detail, requested type of
information, etc.

To improve the current research, we propose to inte-
grate existing accounts with IUBAS, a multi-dimensional
annotation scheme that captures the diverse nature of
Explainees’ dialogical contributions and reactions. Our
proposed scheme aims to address the limitations of the
previous schemes by:

1. Providing a more fine-grained categorization of
explanation moves, capturing specific actions
within the explanatory process, by applying the
annotation at the utterance level and allowing one
utterance to receive zero or more (E) tags4.

2. Explicitly considering the Explainee’s perspective
and their active role in seeking and integrating
new information.

3. Empirically demonstrate the effectiveness of mod-
elling the Explainee’s role in the dialogue through
as set of experiments on dialogue quality predic-
tion.

Table 1 presents a summary of our proposed scheme,
which we explain, motivate and exemplify in the next
4As exemplified in Table 9, we implicitly assume that a tag is ex-
pressed at the utterance level and is automatically projected onto
the next utterances until a new (E) tag is expressed

sections. A finer-grained comparison with the 5 levels
scheme can also be found in the Appendix, Table 11.

4.1. Explanation Requests

Explanation requests are the dialogical moves that, typ-
ically, initiate the explanatory process. They signal the
Explainee’s need for understanding and provide a tar-
get for the Explainer’s efforts. We distinguish between
different types of requests based on two key criteria: con-
trastivity and motivation.

4.1.1. Contrastivity: Basic vs. Contrastive Request

Basic explanation requests simply refers to (or targets)
the explanandum, the event or phenomenon requiring
explanation (Table 2).
The basic explanatory why-request is recognized in argu-
mentation theory [32, 9, 19, 24, 33, 20], but, for the most
part, ignored in contemporary annotation schemes. For
instance, although [5] acknowledge that dialogue acts
can be used to provide justifications and explanations,
they focus on "check questions," "choice questions" and
"set questions." Along similar lines, [6] emphasize the
importance of "check", "how" and "what" questions.
Contrastive explanation requests, on the other hand,
explicitly introduce a contrastive class, highlighting the
specific aspects of the explanandum that require clarifi-
cation (Table 3).
This distinction, while prevalent in philosophical litera-
ture on explanation [31, 17, 18, 16] is often overlooked in
dialogue annotation schemes. Incorporating contrastive
requests allows for a more precise representation of the
Explainee’s information needs, emphasizing the specific
aspects of the explanandum that should be understood.
Basic and contrastive requests, as exemplified in Tables 2
and 3, introduce questions that (might) require different
explanations. So, defining a contrast class sets initial nor-
mative boundaries for selecting an adequate explanans.

4.1.2. Motivation: Pure vs. Motivated Request

Pure explanation requests directly inquire about the
explanandum (or some aspect of explanandum, if they
include contrast class) without further elaboration. In
contrast, motivated explanation requests introduce
further information about the Explainee’s cognitive and
communicative needs (Table 4). By motivating their re-
quests, Explainees explicitly inform the Explainer what
confuses them about the explanandum, or, in other words,
what exactly stands in the way of transferring under-
standing. Such additional information promotes effective
communication, and might at times even be necessary
for formulating an adequate explanans.
Such additional considerations, inspired by the works of
[20] and [34] allow us to capture the broader context of



Domain Type Subtype Description Tag

(R)

Basic

Pure Why E? R01

Motivated Why E, given that M? R02

Contrastive

Pure Why E, instead of E*? R03

Motivated Why E, instead of E*, given that M? R04

(F)

Positive Basic Assert understanding I understand H. F01

Positive Complex Demonstrate understanding I understand. So... F02

Qualified understanding I understand. But... F03

Critical challenge I understand. However... [critical question] F04

Negative Basic Assert non-understanding I don’t think H explains E. I rather think H*. F05

Negative Complex Request for clarification I don’t think H explains E. Can you clarify H? F06

Critical challenge I don’t think H... In fact [critical question] F07

(C)

Types of Critical Challenges Description Tag

Comparative plausibility Is H the best available hypothesis? C01

Epistemic distance To what extent is H better than the “second-best”
alternative hypothesis H*?

C02

Generative completeness Is the pool of plausible hypotheses complete (big enough)? C03

Non-comparative plausibility Is H sufficiently plausible in itself? C04

Causal accuracy Does H accurately cause E (does H undergenerate or
overgenerate)?

C05

Causal responsibility Is H a responsible (pragmatically relevant, immediate)
cause of E?

C06

Explanandum reliability Is E reliable and complete (are there false positives or false
negatives: undetected symptoms)?

C07

Pragmatic considerations What are the pragmatic costs or benefits of accepting H
(rather than H*)?

C08

Table 1

The three IUBAS categories with description and tags, including critical challenge types.

Table 2

Basic explanation request.

Move Example

Explainer: E. Mark has a cough that won’t go
away.

Explainee: Why E? Why does Mark have a cough
that won’t go away?

the explanatory request, including the Explainee’s back-
ground knowledge, assumptions, and potential concerns.

4.2. Explainee’s Feedback

Once the Explainer offers an explanation, the Explainee
typically provides feedback, signaling her understanding
or lack thereof. We differentiate between positive and
negative feedback, further distinguishing between basic
and complex variants.

Table 3

Contrastive explanation request.

Move Example

Explainer: E. Mark has a cough that won’t go
away.

Explainee: Why E,
instead of E*?

Why does Mark have a cough
that won’t go away, instead of a
temporary cough, or no cough
at all?

4.2.1. Polarity: Positive vs. Negative Feedback

Positive feedback expresses the Explainee’s comprehen-
sion of the phenomenon, i.e., offered explanation. Nega-
tive feedback signals a failure to understand, prompting
further elaboration or clarification from the Explainer
(Table 5).



Table 4

Motivated explanation request.

Move Example

Explainer: E. Mark has a cough that won’t go
away.

Explainee: Why
E (instead of E*),
given that M?

Why does Mark have a cough
that won’t go away, given that
he has never smoked cigarettes?

Table 5

Positive and negative feedback.

Move Example

Explainer: Because
of H.

Because Mark has cancer.

Explainee: Positive
feedback

I understand why cancer would
explain Mark’s cough.

Explainee: Nega-
tive feedback

I don’t understand why cancer
would explain Mark’s cough.

Table 6

Complex positive feedback: demonstrating understanding.

Move Example

Explainee: I under-
stand. So,...

I understand. So, (you’re saying
that) Mark’s life is at risk and he
should immediately start with
chemotherapy...

4.2.2. Complexity: Basic vs. Complex Feedback

Basic feedback provides a straightforward assessment
of understanding without further elaboration. In con-
trast, complex feedback incorporates additional re-
marks, questions, or challenges.

4.2.3. Types of Complex Positive Feedback

Complex Positive Feedback can take several forms:

1. Demonstration of understanding: The Ex-
plainee may provide additional information or
draw inferences to demonstrate their grasp of the
explanation (Table 6).

2. Qualified understanding: The Explainee may
signal partial understanding, acknowledging the
need for further clarification on specific aspects
of the explanation (Table 7).

3. Understanding with Critical Challenge:
While understanding the nature of explana-
tion (or conditionally understanding the phe-
nomenon), the Explainee may challenge its plau-
sibility, demanding further justification (Table 8).

Table 7

Complex positive feedback: qualified understanding.

Move Example

Explainee: I under-
stand, but...

I understand, but what kind and
stage of cancer are we talking
about?

Table 8

Complex positive feedback: understanding with critical chal-
lenge.

Move Example

Explainee: I under-
stand. However, ...

I understand that lung can-
cer explains this kind of cough.
However, is another diagnosis
still possible? Can you still run
some more tests?"

This type of feedback, both positive and negative (see
Section 4.2.4) often introduces critical questions (see
Section 4.3 and Table 7).

4.2.4. Types of Complex Negative Feedback

Complex negative can also be analyzed into:

1. Request for clarification: The Explainee may
point to specific concepts or aspects of the expla-
nation they find unclear.

2. Critical challenge: The Explainee may directly
challenge the plausibility of the explanation, ei-
ther categorically rejecting it or requesting fur-
ther justification.

As seen for their positive counterpart, critical challenges
can introduce critical questions (Section 4.3).

4.3. Explainee’s Critical Questions

Critical questions challenge the explanation and its un-
derlying assumptions. They target various aspects of the
explanation, testing its plausibility, completeness, and
relevance. Inspired by existing literature on Inference
to the Best Explanation, argument schemes and critical
questions [35, 36, 37, 12, 15], we propose a typology of
critical questions tailored to why-explanations. We cate-
gorize critical questions according to the specific aspect
of explanation they target, as summarized in Table 1 and
further exemplified in Table 7.

5. Comparative annotation

In Table 9, we present a comparative analysis of an ex-
ample dialogue from the ELI5 corpus, annotated through



the "5-levels" and our "IUBAS" scheme.
IUBAS allows for a finer-grained account of the Ex-

plainee’s request (e.g. U0, where we can specify that the
explanation request is based on an implicit comparison
with a complementary group). Also, we can better ac-
count for shifts in the explanation move within a turn
(e.g. U4-6), as well as combinations of moves within a
single turn (e.g. U7). This provides a more precise ac-
count of the conversational flow and, crucially, as this
example suggests, it seems that providing explanations
is not limited to the Explainer’s role, and neither does
feedback only originate from the Explainee. This obser-
vation, once generalised over a broader set of examples,
could challenge the traditional view of the Explainer/Ex-
plainees roles, a phenomenon which can be analysed in
detail through our scheme.

Also, our account of the different types of feedback
request (e.g. U7, U8-9) highlight that the Explainee’s reac-
tion strongly influences the kind of explanation provided
and participates in the co-construction of the explana-
tion process. Finally, IUBAS is organized hierarchically,
which makes it possible to navigate its tree-like structure
and easily reconstruct the analysis of the explanatory
move (Figure 1). Moreover, its structure allows for flex-
ibility in terms of the level of granularity needed for a
specific analysis.

6. Experiments

We conduct our experiments on the ELI5 dialogue quality
assessment task introduced by Alshomary et al. (2024).
This corpus consists of explanatory dialogues (399 in
total) from the Reddit “Explain Like I’m Five” forum,
each labeled with a ground-truth explanation quality
score on a 1–5 Likert scale. We integrate the proposed
IUBAS scheme into this task by automatically annotating
the explainee turns and evaluating its impact on quality
prediction.

IUBAS Annotation with GPT-4.1. To obtain IUBAS
labels for the Explainee’s turns, we employed the GPT-
4.15 model to perform annotation in a zero-shot manner.
We targeted only those turns where the Explainee explic-
itly participates in the dialogue, corresponding to the
categories E04 (Request Explanation) and E07 (Request
Feedback) in the original 5-level annotation scheme of
Alshomary et al. These are the turns where the Explainee
asks a question or provides feedback, i.e., the utterances
that reflect the Explainee’s reaction and understanding.
For each such turn, GPT-4.1 was prompted with the dia-
logue context and the definition of the IUBAS categories,
and it generated a IUBAS tag capturing the turn’s prop-
erties, choosing among: R (type of explanation request,
5https://openai.com/index/gpt-4-1/

e.g., basic vs. contrastive), F (feedback type, e.g., positive
vs. negative understanding), and C (presence of any crit-
ical follow-up or clarification request). This automatic
labeling process produced a set of IUBAS annotations for
all relevant Explainee turns in the ELI5 corpus, increas-
ing the original labelling by approx. 20%. The resulting
enriched dataset contains, for each relevant Explainee
utterance, an associated label (R, F, C) indicating the Ex-
plainee’s needs or feedback in that turn. We manually
inspected a sample of the GPT-4.1 annotations to ensure
they were coherent with the scheme’s guidelines, and
overall found the labels to be reasonable, providing a
fine-grained view of the Explainee’s role in the dialogue.

Quality Prediction Task Setup. Using the automati-
cally annotated corpus, we replicate the dialogue quality
prediction setup of Alshomary et al. (2024) to evaluate
how the additional IUBAS metadata influences perfor-
mance. The goal of the task is to predict the human-
assigned quality score of a dialogue given the dialogue
transcript (with or without annotations). We compare
four input conditions:

• No Annotation: Each dialogue is given to the
model as plain text, with no turn-level labels
(baseline condition).

• Original ELI5 Labels: Each turn in the dialogue
is followed by the original annotation tags for
explanation move, dialogue act, and topic.

• IUBAS Labels: Each explainee turn is prefixed
with its IUBAS labels (R, F, C values) as metadata,
while explainer turns remain unlabeled.

• Combined (ELI5 + IUBAS): Both the original
ELI5 turn labels and the IUBAS labels for Ex-
plainee turns are included.

We format the prompt for each dialogue by inserting the
turn-level metadata (if any) immediately after each utter-
ance, between square brakets, with a concise description
of the tag itself (for example (F01) Positive Basic
Feedback - Assert understanding). After pre-
senting the entire dialogue, we append a final instruction
asking the model to “Rate the overall explanation quality
on a 1–5 scale.” The model then outputs a single rating.

We evaluate three instruction-tuned LLMs: Llama-
3.1-8B-Instruct [38], Gemma-3-4b-it6, and Qwen2.5-
14B-Instruct-1M [39]. We use HuggingFace’s lm_eval
harness [40] in the multiple choice mode, asking the
model to choose between a number from 1 to 5, indicating
the dialogue quality. We report RMSE and MAE against
human ratings of each model’s prediction, and assess
significance using a paired t-test.

6https://storage.googleapis.com/deepmind-media/gemma/
Gemma3Report.pdf

https://openai.com/index/gpt-4-1/
https://storage.googleapis.com/deepmind-media/gemma/Gemma3Report.pdf
https://storage.googleapis.com/deepmind-media/gemma/Gemma3Report.pdf


Role Uttr. Text 5-levels IUBAS (Ours)

ee U0 Why are there not
many "flamboyant"
heterosexual males?

(E04) Request Ex-
planation

(R03) (=4.2.1) Request
Explanation: Con-

trastive - Pure

er U1 I think a lot of the
flamboyance is actually
an act, albeit an
unintentional one.

(E03) Provide Ex-
planation

(E03) Provide Explana-
tion

U2 It’s a lot about fitting
in with the culture.

U3 I know a handful of
“straight” guys who
were “turned” by my
gay friends and in a
year these previously
straight-acting men are
the gayest of the bunch.

ee U4 Thank you for not
attacking my question
and seeing it for the
curiosity it is.

(E07) Provide Feed-
back

(E07) Provide Feedback

U5 I do believe culture and
fitting in does play a
large role here.

(F04 - C03) (=7.1.2.3)
Feedback:
Positive - Complex

- Critical challenge -

Generative complete-

ness

U6 But I haven’t run
into any flamboyant
heterosexual males.

er U7 I guess we’d have to look
at straight males that
were raised by really
flamboyant parents and
see how they turned out.

(E07) Provide Feed-
back

(F02) (=7.1.2.1) Feed-
back:
Positive - Complex -

Demonstrative Under-

standing

(E03) Provide Explana-

tion

ee U8 I don’t know if that
would be considered
cruel and unusual if
done purposefully.

(E03) Provide Ex-
planation

(F07 - C08) (=7.2.2.3)
Feedback: Negative

- Complex - Critical

Challenge - Pragmatic

considerations

U9 But undoubtedly there
should be 2 flamboyant
men that could care for
a child better than at
least some heterosexual
couples.

(E03) Provide Explana-
tion

er U10 Yea we’ll have to
do these experiments
underground.

(E07) Provide Feed-
back

(F02) (=7.1.2.1) Feed-
back:
Positive - Complex -

Demonstrative Under-

standing

Table 9

Example of explanatory dialogue from the ELI5 corpus, rated high quality (4/5) and annotated using the 5-levels scheme in the
original release [6]. ER and EE indicate the Explainer’s and the Explainee’s turn respectively. [U0, U1, etc.] indicate utterances
(our addition). The 5-levels column indicates the annotation of the “explanatory move” dimension according to Alshomary
et al. [21]. The IUBAS column reports our alternative annotation using our proposed scheme. Green indicates additions of our
annotation scheme, while blue indicates differences in our annotation of the dialogue for categories already present in the
5-levels scheme.



Model Annotation RMSE MAE p-value

LLaMA

No annotation 1.43 1.00 0.010
ELI5-only 1.42 0.96 0.770
IUBAS-only 1.36 0.96 0.109
IUBAS-only (C) 1.36 0.97 0.027
IUBAS-only (F) 1.38 0.97 0.070
IUBAS-only (R) 1.38 0.99 0.009
ELI5 + IUBAS 1.38 0.96 0.333

Gemma

No annotation 1.61 1.17 <1e-40
ELI5-only 1.40 1.01 <1e-21
IUBAS-only 1.38 0.99 <1e-12
IUBAS-only (C) 1.44 1.06 <1e-26
IUBAS-only (F) 1.44 1.05 <1e-17
IUBAS-only (R) 1.43 1.04 <1e-21
ELI5 + IUBAS 1.38 1.01 <1e-4

Qwen

No annotation 1.61 1.16 <1e-28
ELI5-only 1.41 1.01 <1e-14
IUBAS-only 1.46 1.04 <1e-20
IUBAS-only (C) 1.48 1.05 <1e-21
IUBAS-only (F) 1.47 1.05 <1e-19
IUBAS-only (R) 1.50 1.08 <1e-24
ELI5 + IUBAS 1.40 1.02 <1e-17

Table 10

Prediction error (RMSE and MAE) and paired t-test p-values
for each model and annotation strategy. Lower is better. Bold
= best per model across both measures.

6.1. Results and Analysis

Table 10 summarizes performance. Across all models, in-
corporating IUBAS annotations improves predictive accu-
racy over the unannotated baseline. Notably, the IUBAS-
only condition consistently outperforms the ELI5-only
setup for LLaMA and Gemma models (e.g., RMSE 1.36 vs.
1.42 for LLaMA). The best overall performance is typi-
cally achieved by the combined condition (ELI5+IUBAS),
confirming the complementarity of the two annotation
types.

Ablation experiments on IUBAS dimensions show that
the F-only and C-only variants perform nearly as well as
the full IUBAS scheme, while R-only annotations provide
slightly smaller gains. The strongest single dimension
was F-only for Gemma, while C-only was best for LLaMA.
All annotation-enhanced variants significantly outper-
form the no-label baseline (p < 0.05).

7. Conclusion

In this paper, we introduced IUBAS, a framework that
contributes to a richer understanding of the Explainee’s
role within explanatory dialogues. We incorporate con-
trastivity and motivation alongside a categorization of
feedback and critical questions, providing a more com-
prehensive account for analyzing and modeling such

interactions. By adopting this scheme, we can move to-
wards developing more sophisticated conversational AI
systems capable of engaging in truly human-like explana-
tory dialogues, ultimately enhancing communication ef-
fectiveness and fostering deeper understanding.
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Limitations

While the manual annotation of a full dataset falls out-
side the scope of our current proposal, we believe that
future work should involve testing the agreement be-
tween the automated annotation and human-annotation.
Additionally, the proposed typology could be expanded
to account for the different kinds of explanations and
reasoning patterns on the Explainer’s side, too.

Ethical Considerations

This research focuses on analyzing explanatory dialogue,
and it is crucial to acknowledge the potential ethical
implications of applying such schemes to real-world situ-
ations, especially in sensitive domains like healthcare or
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example in Table 9). Careful consideration should also
be given to data privacy, informed consent, and potential
biases in the annotation process.
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Table 11

The IUBAS scheme (green) represented as an extension of the explanatory move (E) dimension of the 5-levels scheme (blue).

[E] tag Value Description

1 Test understanding Checking whether the listener understood the explanation.
2 Test prior knowledge Checking the listener’s prior knowledge of the topic.
3 Provide explanation Explaining a concept or topic to the listener.
4 Request explanation Requesting an explanation from the listener.

Contrastivity Is a contrastive class introduced?
4.1 Basic Directly inquiring about E, the event or phenomenon requiring explanation.
4.2 Contrastive Introducing a contrastive class, high-lighting specific aspects of E.

Motivation Is additional information provided?
4.1.1 (R01) Basic - Pure Why E?
4.1.2 (R02) Basic - Motivated Why E, given that M?
4.2.1 (R03) Contrastive - Pure Why E, instead of E*?
4.2.2 (R04) Contrastive - Motivated Why E, instead of E*, given that M?

5 Signal understanding Informing the listener that their last utterance was understood.
6 Signal non-understanding. Informing the listener that the utterance was not understood.
7 Provide feedback Responding qualitatively to an utterance by correcting errors or similar.

Polarity Does the feedback confirm or disconfirm H?

Complexity Is the feedback simple or complex?
7.1 Positive feedback Agreeing with H.

7.1.1 (F01) Positive - Basic Agreeing with H without further elaboration.
7.1.2 Positive - Complex Agreeing with H with further elaboration.

7.1.2.1 (F02) Positive - Complex - DU Demonstrative understanding: I understand. So...
7.1.2.2 (F03) Positive - Complex - QU Qualified understanding: I understand. But...
7.1.2.3 (F04) Positive - Complex - CC Critical challenge: I understand. However... [critical question] (see Table 7)

7.2 Negative feedback Disagreeing with H.
7.2.1 (F05) Negative - Basic Disagreeing with H without further elaboration.

7.2.2 Negative - Complex Disagreeing with H with further elaboration.
7.2.2.1 Negative - Complex - P Pure: I don’t think H explains E. I rather think H*.

7.2.2.2 (F06) Negative - Complex - CR Clarification request: I don’t think H explains E. Can you clarify h ∈ H?
7.2.2.3 (F07) Negative - Complex - CC Critical challenge: I don’t think H... In fact [critical question] (see Table 7)

8 Provide assessment Assessing the listener by rephrasing their utterance or giving a hint
9 Provide extra info Giving additional information to foster a complete understanding

10 Other Making any other explanation move

Figure 1: The hierarchical structure our IUBAS annotation scheme.



Table 12

Typology of critical questions for the Complex Negative Feedback’s Critical challenges.

Tag Question Type Description (question) Example

C01 Comparative

plausibility

Is H the best available hypoth-
esis?

Is ‘lung cancer’ the best explanation of Mark’s symp-
toms among available explanations?

C02 Epistemic

distance

To what extent is H better than
the "second-best" alternative
hypothesis H*?

If ‘lung cancer’ is the best hypothesis, is it signifi-
cantly or only slightly better than the most plausible
alternative hypothesis (e.g., asthma)?

C03 Generative

completeness

Is the pool of plausible
hypotheses complete (big
enough)?

Did doctors overlook some promising hypotheses,
to begin with (e.g., sinusitis)?

C04 Non-

comparative

plausibility

Is H sufficiently plausible in
itself?

Even if ‘lung cancer’ is the best available explanation,
is it likely?

C05 Causal accuracy Does H accurately cause E
(does H undergenerate or over-
generate)?

Does ‘lung cancer’ cause Mark’s condition? Perhaps
this diagnosis does not explain all the symptoms, or
entails symptoms that were not detected.

C06 Causal responsi-

bility

Is H a responsible (prag-
matically relevant, immediate)
cause of E?

Is ‘lung cancer’ the cause we are looking for? Per-
haps we are dealing with multiple causes: the pa-
tient coughs because of lung cancer, but also because
of contracting COVID-19.

C07 Explanandum

reliability

Is E reliable and complete (are
there false positives or false
negatives: undetected symp-
toms)?

Is cough the only symptom that needs to be explained?
Is it a real symptom (or is the patient faking it)?

C08 Pragmatic

considerations

What are the pragmatic costs
or benefits of accepting H
(rather than H*)?

What is the cost of being mistaken if one proceeds
as if the patient has cancer, or as if she has asthma?
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