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Abstract

Check-worthiness estimation is the first and a paramount task in the automated fact-checking pipeline. It allows professional
fact-checkers to cope with the increasing amount of mis/disinformative textual content being published online by prioritizing
claims that are factual/verifiable and worthy of verification. Despite the long tradition of check-worthiness estimation in
NLP, there is currently a lack of annotated resources and associated methods for Italian. Moreover, current datasets typically
cover a single topic and focus on a limited time frame, affecting models’ generalizability on out-of-distribution data. To fill
these gaps, in this paper we introduce WoRrTHIT, the first annotated dataset for factuality/verifiability and check-worthiness
estimation of Italian social media posts that covers public discourse on migration, climate change, and public health issues
across a large time period of six years. We describe the dataset creation in detail and conduct thorough experimentation
with the WorTHIT dataset using a wide array of encoder- and decoder-based models. Our results show that fine-tuning
monolingual encoder-based models in a multi-task setting provides the best overall performance and that decoder-based
models in a few-shot setup still struggle in capturing the relation between factuality/verifiability and check-worthiness. We

release our dataset, code, and associated materials to the research community,O
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1. Introduction

Given the unprecedented amount of mis/disinformation
spreading online, assisting fact-checkers in their every-
day work by automatizing some of their tasks is becoming
of paramount importance. The identification of content
that is worthy of verification - i.e., check-worthiness esti-
mation, also referred to as check-worthy claim detection —
represents the first stage in the fact-checking pipeline [1]
insofar as it allows professional fact-checkers to reduce
the screening efforts of content that is not worth of atten-
tion, therefore focusing on the verification of potentially
false or misleading information.

According to Nakov et al. [2], a claim is deemed check-
worthy and calls for the attention of a fact-checker if
it “is likely to be false, is of public interest, and/or ap-
pears to be harmful”, also being not “easy to fact-check
by a layperson” (e.g., “The capital of Italy is Rome”). A
check-worthy claim is both factual and verifiable [2, 3],
i.e., it presents an “assertion about the world that is check-
able” [4], namely it “state[s] a definition, mention[s] a
quantity in the present or in the past, make[s] a verifiable
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Figure 1: Example of social media posts classified according
to their factuality/verifiability (Fv) and check-worthiness (cw)
and their relation to the verification process by a fact-checker.

I believe in ghosts!

The capital of Italy is Rome

.. FACT-CHECKER

Vaccines cause autism

prediction of the future, reference[s] laws, procedures,
and rules of operation, discuss[es] images or videos, [or]
state[s] correlation or causation” [2]. In other words, if a
claim is factual and verifiable, it is possible to determine
its check-worthiness based on whether it is relevant and
may potentially have a broader impact on the general
public [5] (see examples in Figure 1).

Check-worthy claim detection' has become a well-
established task in NLP since the introduction of the
first CheckThat! evaluation campaign [6]. However, de-
spite the progress and the coverage of multiple languages
in the past CheckThat! editions, no dataset or task for
check-worthiness estimation specifically for the Italian
language has been considered so far. Moreover, current

!In this paper, we refer to the task as “check-worthy claim detection”
or “check-worthiness estimation” interchangeably.
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datasets for check-worthiness estimation in other lan-
guages mostly focus on COVID-19 issues and consist
of posts that were drawn from a relatively small time
period (e.g., one year and three months [2]), affecting
out-of-distribution generalization of models [7].

Contributions In this paper, we address the aforemen-
tioned gaps by developing WorTHIT, the first annotated
dataset for factuality/verifiability and check-worthiness
estimation for Italian, and by conducting extensive exper-
iments with encoder- and decoder-based models. Wor-
THIT covers public discourse from Twitter on migration,
climate change, and public health issues over a large
time frame of six years. The full dataset was annotated
by two expert annotators which discussed the cases of
disagreement to resolve annotation errors (e.g., due to
attention drops) while keeping genuine annotation diver-
gences (e.g., due to different interpretations), in line with
recent work advocating the importance of considering
human label variation in subjective tasks [8, 9, 10, 11, 12,
inter alia]. We fine-tune a wide array of monolingual
and multilingual encoder-based models in single- and
multi-task learning settings, and experiment with four
decoder-based models that include Italian in pretrain-
ing data in a few-shot setup after a careful selection of
representative examples. Results show that multi-task
fine-tuning of encoder-based models provides the best
performance, and that decoder-based models — with or
without annotation guidelines in the prompt, either in
Italian or English - still struggle in tackling the task ef-
fectively, even when provided with information about
the factuality/verifiability of the post.

2. Related Work

Check-worthy claim detection is a popular task within
the NLP community mostly thanks to the series of Check-
That! shared tasks organized by the CLEF initiative.’
Indeed, check-worthy claim detection is the only task
that has been proposed at all seven CheckThat! edi-
tions [6, 13, 14, 15, 2, 16, 17]. Several datasets for train-
ing check-worthiness estimation models in different lan-
guages have been created and released, starting from
English and Arabic at CheckThat! 2018 [6] to Arabic,
Bulgarian, Dutch, English, Spanish, and Turkish in later
editions [2, 16, 17]. Besides CheckThat! datasets, ad-
ditional resources have been developed over the years,
mainly focused on specific events like COVID-19 [18]
or political news [19]. English is the most represented
language for check-worthiness estimation, but the sci-
entific community has recently started to focus on the
development of resources for other languages too, since
check-worthy claims can refer to events that are relevant

Zhttps://www.clef-initiative.eu/.

only for areas in which a given language is spoken. In this
respect, Italian represents an exception because, to our
knowledge, no dataset for check-worthiness estimation
in this language has been developed so far. Recently the
Check-IT! dataset [20] has been created, which however
contains only fact-checked (i.e. check-worthy) claims.
Likewise, the FEVER-IT dataset [21] is a translation into
Italian of the widely-used FEVER dataset [22], and con-
tains only claims to be verified against textual sources.
In this work, we address this gap by presenting the novel
WorTHIT dataset, which covers a previously overlooked
language for the task of check-worthiness estimation.
The dataset has been carefully sampled across topics
and time for better models’ generalizability, since past
works have shown that the performance of automated
fact-checking drops under domain shift [23]. The Wogr-
THIT dataset has also been fully annotated by two raters
to value human label variation [8].

Concerning the methods for check-worthiness estima-
tion, state-of-the-art results in the CheckThat! evaluation
campaigns are mostly based on fine-tuned encoder-based
models such as BERT, RoBERTa, and DistilBERT [24, 25,
26] and language-specific variants [16], often combined
with data augmentation [27] and ensembling strategies.
Recently, large language models (LLMs) have been started
to be used for the task, showing promising performance.
For instance, the best performing system on English at
CheckThat! 2024 [17] fine-tuned Llama-2-7B on the pro-
vided training data and then leveraged prompts gener-
ated by ChatGPT for check-worthy claim detection [28].
However, previous works do not leverage the synergies
between factuality/verifiability and check-worthiness, al-
beit being strictly related tasks. Our work makes a step
towards this goal by fine-tuning encoder-based models
in a multi-task learning setting and experimenting with
sequential prompting using decoder-based models.

3. WoRTHIT Dataset

In this section, we describe the dataset creation process,
from data collection (Section 3.1) to data annotation (Sec-
tion 3.2). We then present data statistics (Section 3.3).

3.1. Data Collection

We collect social media posts pertaining to migration, cli-
mate change, and public health issues using the Twitter
APIs.” To mitigate temporal bias in the dataset, we focus
on a large time frame of'six full years (from 2017-01-01
to 2022-12-31) and retain messages in Italian about the
aforementioned topics by using a manually curated list
of over 400 keywords derived from reliable glossaries and

*Tweets were retrieved in 02/2023 when the APIs for research pur-
poses were still available for free.
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scientific manuals (see Appendix A). Following Nakov
et al. [2], we further filter out posts containing < 5 to-
kens® and sort the remaining messages by their sum of
likes and retweets. We then select the top-k (k = 10)
posts exhibiting the highest number of likes and retweets
for each month and topic subset, therefore focusing on
the messages with the highest impact to the society while
simultaneously mitigating topic and temporal biases. We
further account for the potential presence of authors’
writing style biases that can occur when many posts au-
thored by the same users are included in the dataset: we
therefore retain only the most impactful post authored
by the same user in each data subset. Overall, we collect
2,160 posts evenly distributed across topics (i.e., 720 for
each topic) and time periods (i.e., 360 for each year) for
factuality/verifiability and check-worthiness annotation.
All posts have been then anonymized by replacing user
mentions, URLs, email addresses, and phone numbers
with placeholders (i.e., [USER], [URL], [EMAIL], and
[ PHONE], respectively) and newline characters (i.e., \n
and \r) have been replaced with single spaces.

3.2. Data Annotation

Each post has been annotated with two labels, namely
i) one denoting whether the content of the post is factu-
al/verifiable — either YES or No — and ii) one indicating
its check-worthiness — with labels in a 5-point Likert
scale: DEFINITELY YES, PROBABLY YES, NEITHER YES NOR
NO, PROBABLY NO, Or DEFINITELY No. It is worth noting
that, as opposed to determining factuality/verifiability,
estimating check-worthiness is a partly subjective task.
This motivates us to create WorRTHIT with parallel labels
by the annotators on all posts so that future studies on
human label variation can be conducted. The annota-
tion guidelines closely follow the ones used in Check-
That! shared tasks and are provided in Appendix B.

Annotators Annotation was conducted by two expert
annotators. Both annotators are native speakers of Italian
and have naturally been exposed to public discourse on
migration, climate change, and public health in the Ital-
ian context. They identify themselves as a woman and a
man, with age ranges 20-30 and 30-40. They have a back-
ground in linguistics and natural language processing
and conducted annotation as part of their work.

Annotation process Annotators were provided with
annotation guidelines for determining the factuality/ver-
ifiability and check-worthiness of social media posts (Ap-
pendix B). After conducting a pilot annotation phase
on a small subset of the messages, annotators discussed

*Computed using the it_core_news_sm spaCy model (v3.5).

the cases in which their annotations diverged, and con-
solidated the guidelines by specifying how to deal with
special cases (e.g., in the presence of reported speech; see
Appendix B). Then, they both labeled the full set of posts
in four rounds of annotation. Each round involved a dis-
cussion phase aimed at resolving annotation errors (e.g.,
due to attention slips) while keeping instances exhibit-
ing genuine disagreement (e.g., different interpretations).
This makes WorTHIT the first check-worthiness estima-
tion dataset that goes beyond the “single ground truth”
assumption in subjective annotation.

Inter-annotator agreement We computed the inter-
annotator agreement (IAA) on the full dataset for both
factuality/verifiability and check-worthiness using Krip-
pendorft’s alpha («) [29]. We obtain 0.8322 for factuali-
ty/verifiability and 0.6909 for check-worthiness. As ex-
pected, albeit substantial, the IAA for check-worthiness
is lower than that for factuality/verifiability due to the
genuine disagreement that we retain on purpose.

3.3. Data Analysis and Statistics

WoRTHIT comprises 2,160 posts distributed across topics
and time periods as shown in Figure 2, in which we also
highlight the overlap in posts with FAINA [30], a previ-
ously released dataset for fine-grained fallacy detection.
Specifically, WorTHIT includes the same posts from 2019
to 2022 that are in FAINA and further includes messages
from 2017 and 2018 time periods. This opens opportuni-
ties for studying the interplay between check-worthiness
and fallacious argumentation in future work as well as in-
vestigations on human label variation, especially because
annotators are the same for both datasets.

] InWortaIT only [ In both WorTHIT and FaINa
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Figure 2: Distribution of posts in WORTHIT across topics and
time periods and overlap in posts with the FAINA dataset.

Overall, social media posts in WorTHIT have an aver-
age token length of 38.6 and the full dataset comprises
83,315 tokens, of which 28,562, 26,667, and 28,086 are part
of migration, climate change, and public health posts,
respectively. In Table 1 we summarize the annotation
statistics for factuality/verifiability and check-worthiness
for both annotators (A; and A2). While 1,413-1,432
posts (65.4%—66.3%) are considered as factual/verifiable



Table 1

Factuality/verifiability (Fv) and check-worthiness (cw) label
statistics in WORTHIT across annotators (A; and Asg). Check-
worthiness labels from left to right are: DEFINITELY NO, PROBABLY
NO, NEITHER YES NOR NO, PROBABLY YES, and DEFINITELY YES.

ANNOTATOR A

NO YES
FV 747 1,413
(34.6%) (65.4%)
cw 43 342 17 807 204
(20%)  (158%)  (0.8%)  (37.4%)  (9.4%)
< NO YES —
ANNOTATOR Ao
NO YES
FV 728 1,432
(33.7%) (66.3%)
cw 145 380 123 574 210
(6.7%) (17.6%) (5.7%) (26.6%) (9.7%)
< NO YES —>

by annotators, we stress that the check-worthiness of a
post can be estimated only if the post itself is deemed
as factual/verifiable. Indeed, only 1,011 (46.8%) and 784
(36.3%) posts over the total are classified as check-worthy
(i.e., either with the label PROBABLY YES Or DEFINITELY
YEs) by A and A, respectively. We observe that the
overall statistics for factuality/verifiability are similar
among annotators, while those for check-worthiness, as
expected, vary more. Specifically, A; appears to have
been more inclined to assign clear-cut check-worthiness
scores, whereas A distributed its ratings more across
the scale. While in our experiments (Section 4) we do not
directly leverage this information, our dataset is released
to the community with disaggregated labels using the full
5-point Likert scale to encourage work on fine-grained
check-worthiness estimation and human label variation.

4. Experiments

We conduct experiments on check-worthiness estimation
with both encoder- and decoder-based models using the
newly-introduced WorTHIT dataset. In this section, we
thoroughly detail our experimental setup (Section 4.1)
and the model variant and prompt selection process (Sec-
tion 4.2). Then, we present test set results (Section 4.3).

4.1. Experimental Setup

Task setup We cast the check-worthiness task as a
binary classification problem and consider factuality/ver-
ifiability as auxiliary information that can be leveraged
by models to improve performance on the task. Given
that each post has annotations provided by all annota-
tors (i.e., A1 and As) for both factuality/verifiability and
check-worthiness, for the purpose of the experiments

we consider a post as factual/verifiable if both annota-
tors agree that the instance is such (i.e., labeling it as
YES), whereas we consider a post as check-worthy if both
annotators label the instance as either PROBABLY YES or
DEFINITELY YES. This ensures that these posts are check-
worthy with high likelihood. As a result, we obtain 1,341
(62.1%) and 819 (37.9%) factual/verifiable and non fac-
tual/verifiable posts, and 739 (34.2%) and 1,421 (65.8%)
check-worthy and non check-worthy posts, respectively.

Datasplits We divide WorTHIT into k training and test
sets using k-fold cross-validation (k = 5) preserving the
label distribution across splits. For development, we rely
on the training portions only and further divide them into
training and development sets for the purpose of model
variant and prompt selection (Section 4.2). Specifically,
for encoder-based models we split them into five 80%/20%
training/development sets, while for decoder-based mod-
els we divide them into two equal parts: the first half
is used for selecting examples for few-shot prompting,
while the second half serves as development set. All texts
were lowercased for the purpose of the experiments.

Models For the experiments with encoder-based mod-
els, we use four monolingual models specifically trained
on Italian data, namely AIBERTo [31],” UmBERTo [32],°
and dbmdz’s Italian BERT models [33] in their base’ and
xxI® versions (henceforth referred to as BERT-it base and
BERT-it xxl). Moreover, we employ widespread multi-
lingual models that include Italian in pretraining data,
namely mBERT [34]° and XLM-RoBERTa [35]." For fine-
tuning, we use the MaChAmp toolkit (v0.4.2) [36] and
select the best hyperparameter configuration based on av-
erage Pos Fy score on the development sets (Appendix C).
As regards decoder-based models, we choose two Ital-
ian and two multilingual models, all instruction-tuned.
Specifically, we select LlaMAntino-3-ANITA-8B [37]"
and Minerva-7B [38]"* as monolingual models, while we
use Qwen2.5-7B [39]" and Llama3.1-8B [40]"* as multi-
lingual models. We choose these models because they
are widely used, freely available, and do not require very
large computational resources that could be impractical
in real-world scenarios. Predicted labels are extracted
from models’ outputs using regular expressions. If no

5Version:m—polignano—uniba/bertfuncasediL—127H—7687A
-12_italian_alb3rt0

®Version: Musixmatch/umberto-commoncrawl-cased-v1
"Version: dbmdz/bert-base-italian-uncased

8Version: dbmdz/bert-base-italian-xx1-uncased
Version: google-bert/bert-base-multilingual-cased
10Version: FacebookAI/x1lm-roberta-base

Version: swap-uniba/LLaMAnt ino-3-ANITA-8B-Inst-DPO
-ITA

12Version: sapienzanlp/Minerva-7B-instruct-v1.0
3Version: Qwen/Qwen2 . 5-7B-Instruct

Version: meta-1lama/Meta-Llama-3.1-8B-Instruct



matching label is found in the output," the response is
recorded as “unknown”. Hyperparameter details are in
Appendix C. Overall, we employ six encoder-based and
four decoder-based models, for a total of ten models.

Prompts and example sets For decoder-based mod-
els, we design prompts in two languages (Italian and En-
glish) with or without annotation guidelines, leading to
four different prompt configurations: Italian with guide-
lines (it_g), Italian without guidelines (it_ng), English
with guidelines (en_g), and English without guidelines
(en_ng). All models are prompted in a few-shot setup
with five carefully-selected examples of posts and associ-
ated labels (Section 4.2)."° All prompts are in Appendix D.

Multi-task fine-tuning and sequential prompting
We hypothesize that factuality/verifiability information
can help to predict the check-worthiness of a post. We
thus design different fine-tuning and prompting settings
for encoder- and decoder-based models, respectively, to
test this hypothesis. Specifically, for encoder-based mod-
els we compare a standard SINGLE TASK approach (i.e.,
fine-tuning a model with check-worthiness labels only)
with an approach that leverages both factuality/verifia-
bility and check-worthiness information in a MULTI-TASK
learning framework (i.e., using check-worthiness as a
main task and factuality/verifiability as an auxiliary task
with different task loss weights Ary and Acw; see Ap-
pendix C). We compute the multi-task learning loss as
L = Zz At L, where L, is the loss for the task ¢, i.e.,
either factuality/verifiability (Fv) or check-worthiness
(cw), and )\, is the weight given to the task. For decoder-
based models, we instead test a standard setting in which
the models are prompted directly for check-worthiness
(NoT sEQ) and a two-step sequential prompting approach
(SEQ) (prompt are in Appendix D). In the latter case, the
model is firstly instructed to classify the post based on its
factuality/verifiability, then the output label is incorpo-
rated into a prompt which instructs the model to assess
the check-worthiness of the same post.

Evaluation metrics We use the F; score for the pos-
itive check-worthy class (Pos F1) as our main metric,
in line with previous work on check-worthy claim de-
tection [2, 16, 17, inter alia]. For completeness, we also
report positive precision and recall scores (Pos Prec and
Pos Rec, respectively), as well as accuracy (Acc) for test
set results. Since encoder-based models provide confi-
dence scores for the output labels, we also compute mean

15 Allowed labels for factuality/verifiability: {factual, fattuale, not[-_
Jfactual, non[-_ ]Jfattuale}; allowed labels for check-worthiness:
{check[-_ Jworthy, not[-_ Jcheck-worthy, non[-_ Jcheck-worthy}.

16Testing a smaller/larger number of examples is left for future work.

average precision (mAP) scores for them to get addi-
tional insights on performance when ranking posts by
check-worthiness. Moreover, for decoder-based models
we include the number of “unknown” outputs (i.e., those
not matching a label in the label set) to assess their ability
to follow the instructions.

4.2. Model Variant and Prompt Selection

We select the most promising setting (i.e., model vari-
ant, set of few-shot examples, and prompt configuration)
based on average Pos F; score on the development sets.
While for encoder-based approaches the model selection
was mainly a matter of tuning hyperparameter values
(see Section 4.1 and additional details in Appendix C), for
decoder-based models this involved the selection of the
most promising set of examples as well as the prompt
configuration (i.e., language and guidelines).

Few-shot example set selection We create five dif-
ferent sets of few-shot examples (i.e., post texts and as-
sociated labels) by diversifying them across topics and
annotation combinations for factuality/verifiability and
check-worthiness, focusing on examples that are similar
to those that are discussed in the annotation guidelines.
Each set is drawn from one of the five training splits
used during development and contains five examples. Ta-
ble 2 reports the composition of each set with respect
to topics and annotations. To select the most promising
example set to be used in the test phase, we prompt all
decoder-based models with these example sets. In Table 2
we also report the Pos F; obtained by using each exam-
ple set, averaged on all models, development sets, and
prompt configurations across SEQ and NOT SEQ settings
(calculated over a total of 138,400 data points).'” Exam-
ple set #1 leads to the highest average Pos F; score and
also exhibits the smallest standard deviation (Table 2);
therefore, we select this set for the test phase (refer to
Appendix D for post texts and labels included in the ex-
ample set). It is worth noting that this is the only set that
does not include any post annotated as factual/verifiable
but not check-worthy (+-), suggesting that models may
learn more effectively from examples that are either both
factual/verifiable and check-worthy or neither. In Table 3,
we report the percentages of factuality/verifiability and
check-worthiness label combinations outputted by mod-
els when prompted using each example set over all the
possible configurations in the sEQ setting (69,200 data
points). We observe that even if the sets have different

7Each development split for decoder-based models consists of 865 ex-
amples (i.e., 50% of the training portion; see Section 4.1). Therefore,
we have 865 outputs per development set (5X) — 4,325 outputs
per model’s configuration (4 X) — 17,300 outputs per model (4 X)
— 69,200 outputs per setting (2X) — 138,400 outputs in total.



Table 2

Composition of the five example sets assessed in the de-
velopment phase in terms of covered topics (Mi: migration,
CC: climate change, PH: public health) and label combinations
(++: factual/verifiable and check-worthy; --: not factual/ver-
ifiable and not check-worthy; +-: factual/verifiable and not
check-worthy). Pos F1 scores are averaged on all models, de-
velopment sets, and prompt configurations across seq and
NOT SEQ settings. The score for the best example set is in bold.

Set Topic FV/CW Pos F1
MiCCPH  ++ - +- score

#1 2 2 1 3 20 0.68237+0.10

#2 2 1 2 31 1 0.63348.40.11

#3 2 2 1 2 2 1 0.68000-+0.11

#4 2 2 1 2 2 1 0.595104+0.14

#5 1T 2 2 1 2 2 0.59459+0.12

Table 3

Percentages of factuality/verifiability (Fv) and check-
worthiness (cw) label combinations outputted by models
when prompted using each example set over all configurations
in the seq setting (computed on the development sets).

FV/CW #1 #2 #3 #4 #5
++ 16.64% 13.72% 1591% 8.01% 9.04%
+- 5.18% 3.40% 4.82% 2.95% 7.35%
-+ 43.76%  43.80%  46.92%  43.57% 35.71%
- 34.43%  39.08%  32.35%  45.46%  47.89%

distributions of label combinations, this does not influ-
ence significantly the distribution of the labels generated
by models: in all cases, models frequently produce an in-
valid pair -Fv +cw, while they tend to avoid the opposite
one (i.e., +FV -CW).

Best prompt selection To select the prompts for the
test phase, we compare average Pos F; scores on the de-
velopment splits obtained by all decoder-based models
when prompted with it_g, it_ng, en_g, and en_ng
configurations (21,625 data points for each configura-
tion)'® in both sEQ and NOT sEQ settings. Results are in
Table 4. All the best performing models do not use guide-
lines; therefore, we decide not to include guidelines in the
prompts in further experiments. We keep both English
and Italian prompt versions for the test phase, as some
models perform better with Italian (particularly Minerva).
We also observe that the best results in the sEQ setting
are overall higher than in the direct check-worthiness
task (i.e., NOT SEQ). We keep both settings for testing to
better highlight performance differences.

18865 outputs per development set (5X ) — 4,325 outputs per example
set (5X) — 21,625 outputs in total.

Table 4

Development set results for check-worthiness estimation us-
ing decoder-based models in seq and NOT SEQ settings, split
by prompt configuration. We report F1 scores for the positive
check-worthy class (Pos Fi; main metric). Results are aver-
aged across k = 5 development splits and example sets and
include standard deviations. The best setting for each model
is underlined and the best overall result is in bold.

Model Setting  Config Pos Fy
NOT SEQ  en_ng 0.6759+0.06

it_ng 0.664540.05

en_g 0.5728+0.11

LlaMAntino-3-ANITA-8B itg - 05400+0.11
SEQ en_ng 0.7552+0.03

it_ng 0.6658+-0.06

en_g 0.68024-0.07

it_g 0.5523+0.10

NOT SEQ en_ng 0.572440.04

it_ng 0.6338+4-0.03

en_g 0.6331+0.02

. it_g 0.64514-0.02
Minerva-78 SEQ en_ng 0.48254-0.04
it_ng 0.6832+4-0.02

en_g 0.554140.04

it_g 0.6695+0.01

NOT SEQ  en_ng 0.6709+0.13

it_ng 0.597640.13

en_g 0.6397+0.10

- it g 0.6149+0.09
Quen2.5-78 sEQ en_ng 074194007
it_ng 0.61574+0.11

en_g 0.6456+0.11

it g 0.5901+0.10

NOT SEQ  en_ng 0.7805+0.01

it_ng 0.766140.02

en_g 0.743440.04

Llama3.1-8B it.g 0.6932:£0.06
SEQ en_ng 0.7515+0.06

it_ng 0.7682+0.01

en_g 0.7374+0.05

it_g 0.721140.05

4.3. Results

We compute the results for the selected configurations of
encoder- and decoder-based models across the k = 5 test
splits, presenting average scores and standard deviations
across the applicable metrics as detailed in Section 4.1.

Encoder-based models Results for encoder-based
models are shown in Table 5. We observe that using fac-
tuality/verifiability as an auxiliary task in a MULTI-TASK
learning framework helps to improve the Pos F; perfor-
mance across all models. The best scores are obtained by
BERT-it xxl, followed by UmBERTo and BERT-it base, all
fine-tuned in a MULTI-TASK setting. Specifically, BERT-
it xxl fine-tuned using both factuality/verifiability and
check-worthiness information achieves a Pos F; score



Table 5

Test set results for check-worthiness estimation using fine-tuned encoder-based models in SINGLE TAsk and MULTI-TASK settings.
We report F1 scores for the positive check-worthy class (Pos F1; main metric), along with positive precision (Pos Prec) and
recall (Pos Rec) scores. We further report mean average precision (mAP; secondary metric) scores and accuracy (Acc) scores.
Results are averaged across k = 5 test splits and include standard deviations. For main and secondary metrics, the best setting
for each model is underlined and the best overall result is in bold.

Model Setting Pos F1 Pos Prec Pos Rec mAP Acc
AIBERTo SINGLE TASK 0.703940.03 0.63974+0.04 0.784840.03 0.756340.04 0.773140.03
MULTI-TASK 0.710740.02 0.625840.03 0.82404-0.02 0.771340.03 0.769940.02
UmBERTo SINGLE TASK 0.724740.02 0.641340.03 0.83494.0.03 0.79744-0.04 0.78294-0.02
MULTI-TASK 0.7277+40.02 0.643240.03 0.84034-0.04 0.79584-0.04 0.784740.02
BERT-it base SINGLE TASK 0.712140.02  0.6694+0.04 0.764640.05 0.777040.04  0.7884+0.02
MULTI-TASK 0.71464-0.03 0.6698+0.04 0.7687+0.04 0.7805+0.03 0.78984-0.02
BERT-it xxI SINGLE TASK 0.733240.02 0.7066+4-0.03 0.76464-0.04 0.80544-0.03 0.809740.02
MULTI-TASK 0.7473+0.02 0.70174+0.02 0.80104+0.04 0.8095+0.03 0.81484-0.01
mBERT SINGLE TASK 0.676740.03 0.583140.04 0.81054-0.05 0.73844-0.03 0.734740.03
MULTI-TASK 0.6828+0.03 0.590440.04 0.81324-0.04 0.74964-0.04 0.740740.03
XLM-RoBERTa SINGLE TASK 0.701440.02 0.629340.02 0.792940.02 0.744140.03 0.76904+-0.01
MULTI-TASK 0.71384-0.02 0.631340.03 0.824140.03 0.76214+0.02 0.77364-0.02

Table 6

Test set results for check-worthiness estimation using decoder-based models in seq and NoOT SEqQ settings, split by prompt
language. We report F1 scores for the positive check-worthy class (Pos F1; main metric), positive precision (Pos Prec), recall
(Pos Rec), and accuracy (Acc) scores, along with “unknown” outputs. Results are averaged across k = 5 test splits and include
standard deviations. For the main metric, the best setting for each model is underlined and the best overall result is in bold.

Model Setting Lang Pos F; Pos Prec Pos Rec Acc  Unknown
NOT SEQ  en 0.65564+0.03 0.595940.03 0.7294+0.04 0.7380+0.02 0
. it 0.64094+0.02 0.566140.02 0.740240.03 0.716240.02 0
LlaMAntino-3-ANITA-8B en 0.677140.02 0.598010.02 0.780810.02  0.744910 02 0
it 0.611140.03 0.565440.03 0.6671+0.04 0.7093+0.03 0
NOT SEQ  en 0.3506+4-0.01 0.27064-0.01 0.4980+0.01 0.3690+0.01 8142
Minerva-7B it 0.3629+40.01 0.26104-0.01 0.5954+0.02 0.2847+0.01 11248
SEQ en 0.294440.00 0.23574+0.00 0.3924+0.01 0.3565+0.01 12748
it 0.444240.02 0.30754-0.01 0.7997+0.04 0.3157+0.01 5844
NOT SEQ  en 0.59174+0.02 0.428640.01 0.955340.02 0.548640.02 0
it 0.6273 0.4697 0.9445 0.6157 0

Qwen2.5-7B 1 +0.01 +0.01 +0.01 +0.02
SEQ en 0.5885+0.01 0.421140.01 0.9770+0.00 0.53244+0.01 0
it 0.6247+0.02 0.50164-0.02 0.8281+0.03 0.65974+0.02 0
NOT SEQ  en 0.547040.00 0.37804-0.00 0.9892+0.01 0.43940.01 0
Llama3.1-8B it 0.5616+40.01 0.3955+40.01 0.9689+0.02 0.4824+0.02 0
SEQ en 0.5585+0.01 0.389540.01 0.9864+0.01 0.4662+0.01 0
it 0.558440.01  0.392940.01 0.9648410.01 0.477840.01 0

of 0.7473 (+1.41 points increase compared to the SINGLE
TASK version) and a mAP score of 0.8095 on the check-
worthiness estimation task. Notably, XLM-RoBERTa in a
MULTI-TASK setting shows only -3.35 points than the best
BERT-it xxI configuration in terms of Pos F; score, de-
spite being pretrained on a mixture of languages. It also
outperforms AIBERTo in the MULTI-TASK setup and ob-
tains comparable results in the SINGLE Task setting. This

suggests that XLM-RoBERTa can be a viable approach
for multilingual check-worthiness estimation.

Decoder-based models Results are presented in Ta-
ble 6. Decoder-based models in a few-shot setup perform
slightly worse on average than fine-tuned encoder-based
models, but still achieve competitive results. Moreover,
three models perform better when prompted in Italian.



Notably, LlaMAntino-3-ANITA-8B - despite being pre-
trained on Italian data — performs better with English
prompts and achieves the highest score in the seq set-
ting (i.e., 0.6771 Pos F; score). The two Italian models,
LlaMAntino-3-ANITA-8B and Minerva-7B, reach the best
results in the seQ setup, while the multilingual models
Qwen2.5-7B and Llama3.1-8B perform better when di-
rectly prompted for check-worthiness (i.e., in the NOT SEQ
setup). Overall, factuality and verifiability information
do not seem to significantly aid decoder-based models
in predicting check-worthiness, as they are unable to
leverage this information effectively (see Section 5 for an
in-depth analysis). The lowest performance is observed
with Minerva-7B, which is also the only model to produce
“unknown” outputs — up to an average of 127 “unknown”
labels when prompted in English in the sEQ setting.

5. Analysis and Discussion

Ranking of posts by check-worthiness Aggregate
check-worthiness estimation scores (e.g., Pos F1) give a
useful picture of models’ performance; however, knowing
how the models rank the posts by check-worthiness is
paramount for fact-checkers since they can only screen
a limited number of posts in their daily work (say, k). In
Figure 3, we report the ratio of posts correctly classified
as check-worthy within the top-k recommended check-
worthy posts (P@Fk) by all encoder-based models," with
k € {5,10,25,50,100}. We observe that P@k is in the
range of 0.90-0.95 and 0.80-0.85 points on average when
the posts’ screening budget is set to k = 25 and £ = 100,
respectively. This indicates that these models can help
fact-checkers in their daily routine.

Relationship between Fv and cw  To assess whether
decoder-based models capture the relationship between
factuality/verifiability and check-worthiness, we ana-
lyzed their outputs in the SEQ setup. Figure 4 shows
the frequencies of the four possible combinations of la-
bels both in the models’ outputs (i.e., +FV +CW, +FV -CW,
-FV +Cw, and -Fv -cw; calculated over 8,650 data points)
and in the manual annotations (2,160 data points). The
most frequent label combination in the models’ outputs
is +FV +CW, accounting for more than half of the predic-
tions for Minerva-7B and Llama3.1-8B, reaching 66.2%
for the latter. Interestingly, the second most frequent
combination is -Fv +cw: we consider this as problematic,
because non-factual or non-verifiable posts should not be
classified as check-worthy. This suggests that decoder-
based models do not grasp this correlation and instead

In this analysis, we report P@k scores for encoder-based models
only since with decoder-based models it is not possible to get
confidence scores for labels generated as part of raw outputs.
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Figure 3: P@k scores for all fine-tuned encoder-based models
in the MULTI-TAsK setting for k € {5, 10, 25,50, 100}. Results
are averages across k = 5 test splits and include standard
deviations - indicated with shaded areas around the lines.

classify check-worthiness independently. This is a par-
ticularly important limitation, as it can potentially lead
to fact verification efforts being wasted on content that
is not factual. In contrast, all models except LlaMAntino-
3-ANITA-8B rarely assign the opposite combination, +Fv
-cw, which is instead valid within our framework and
represents a consistent portion of annotated posts (27.9%).
LlaMAntino-3-ANITA-8B favors either two negative la-
bels (-Fv -cw) or two positive labels (+rv +cw), while
assigning mixed label combinations significantly less of-
ten. A side effect of this is that it produces the -Fv +cw
combination less frequently than the other models. Over-
all, our analysis shows that models i) tend to avoid the
combination +Fv -cw, preferring to align the two labels
rather than diversifying them, especially when they rely
on positive factuality/verifiability, and ii) tend to produce
the invalid label combination -Fv +cw. We stress that
this tendency is not due to the examples given in the
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Figure 4: Percentages of factuality/verifiability (Fv) and check-worthiness (cw) label combinations in decoder-based models’
outputs in the seq setting, averaged on both prompt languages, plus label combinations in WorTHIT’s gold annotations. -Fv
+cw is emphasized as problematic (red bars w/ vertical lines), as non-factual/verifiable posts cannot be check-worthy.

prompts (cf. Table 3), but is rather a general preference of
those models, which seem to ignore the relation between
factuality/verifiability and check-worthiness.

Correlation between models’ outputs To assess if
there is a pairwise correlation between encoder- and
decoder-based models’ outputs, we calculate the Pearson
correlation coefficient () between all models’ predictions.
The heatmap in Figure 5 summarizes the results across
the k = 5 test splits. We consider the best-performing
setup for each model, namely the MULTI-TASK setting
for encoder-based models (see Table 5) and the setup
that led to the best performance for each decoder-based
model (i.e., language and setting; see Table 6). Encoder-
based models exhibit strong positive mutual correlation
(r > 0.65; top-left section in Figure 5), indicating high
consistency in the predictions. In contrast, decoder-based
models display low inter-model correlation indicating
greater output variability. Among them, LlaMAntino-3-
ANITA-8B shows the highest alignment with encoder-
based models, reaching 7 = 0.54 with UmBERTo and
BERT-it xxl. Conversely, Minerva-7B consistently shows
no or very weak correlation with other models — with r
ranging from 0.00 to 0.06 — revealing that its outputs are
largely unrelated with those of all other models.

6. Conclusion

We introduce WoRrTHIT, the first dataset of Italian so-
cial media posts annotated for factuality/verifiability
and check-worthiness that spans multiple years and top-
ics and includes human label variation. We conduct
thorough check-worthiness estimation experiments with
encoder- and decoder-based models. Results show that
the former models in a multi-task setting reach the best
results, while the latter models systematically classify
non-factual/verifiable posts as check-worthy, failing to
capture the relation between the two concepts.
WOoRTHIT’s partial overlap with a dataset for fallacy
detection, FAINA [30], opens new research avenues for
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Figure 5: Pearson correlation coefficient (r) between models’
predictions over the k = 5 test splits, considering the best-
performing setup for all encoder- and decoder-based models.

combining the two tasks. Further opportunities include
modeling human label variation for the check-worthiness
task using the released parallel annotations and exper-
imenting with additional models, training setups, and
prompting strategies. Finally, the wide temporal cover-
age and the diverse set of topics represented in Wor-
THIT open the field to studies on out-of-distribution gen-
eralization of check-worthiness estimation models.
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Appendix
A. Search Keywords

We report the full list of search keywords, divided by
topic, in Table 7. Within squared brackets are the gram-
matical gender and number variants (if any) that we in-
cluded for each keyword.

B. Annotation Guidelines

For factuality/verifiability annotation, a post can be either
factual/verifiable (i.e., YEs label) or non factual/verifiable
(i.e., No). For posts that are factual/verifiable, a check-
worthiness label in a 5-point Likert scale must also be
assigned. Possible labels are: DEFINITELY YES, PROBABLY
YES, NEITHER YES NOR NO, PROBABLY NO, and DEFINITELY
No. For both annotation tasks, we strictly follow the
guidelines by Nakov et al. [2] and translate them to Italian.
The annotation guidelines are presented below.

B Factuality/verifiability

II post contiene un’affermazione fattuale che puo
essere verificata? A titolo di esempio, sono fattual-
i/verificabili i post che riportano una definizione,
menzionano una quantita nel presente o nel pas-
sato, fanno una previsione verificabile del futuro,
fanno riferimento a leggi, procedure e norme op-
erative, discutono di immagini o video, e indicano
correlazioni o causalita.

& Check-worthiness

Credi che laffermazione contenuta nel post
dovrebbe essere verificata da un fact-checker pro-
fessionista? Questa domanda richiede un giudizio
soggettivo basato sulle seguenti domande:

1. L’affermazione espressa nel post potrebbe
essere falsa?

2. L’affermazione espressa nel post potrebbe
essere di interesse pubblico e/o avere im-
patto sulla collettivita?

3. L’affermazione espressa nel post potrebbe
danneggiare la societd, un gruppo, un sin-
golo o un’entita?

L’annotazione é necessaria solo se il post é stato
classificato come fattuale/verificabile. Nota: af-
fermazioni facilmente verificabili dagli utenti
(es. “Gli abitanti della Cina sono la meta di quelli
dell’Italia”) non sono da ritenere check-worthy.

In the guidelines, we further include information on
how to deal with special cases to minimize ambiguity.
All the cases provided to annotators are outlined below.

1= Reported speech, including quotations, references
to newspaper and TV, is always factual/verifiable. E.g.:
“‘What is done to migrants is criminal’ #PopeFrancis on
#CTCF #Rai3” is factual/verifiable

1= If the claim is in a subordinate clause, the post is not
factual/verifiable. However, it is factual/verifiable if the
claim is salient and conveys the main information. E.g.:
“Dear #novax who appeals to art.32 of the Constitution, you
should know that the Constitutional Court with ruling no.
307/1990 has decided that a treatment can become manda-
tory if it serves to protect oneself and the health of others. So,
if needed, you vaccinate or leave.” is factual/verifiable

1= Generic sentences are not factual/verifiable because
they contain imprecise information (e.g., frequent use of
indefinite quantifiers such as various, some, many). E.g.:
“Three months after the collapse of the #MorandiBridge.
From the government only many promises, zero facts and
a totally insufficient decree.” is not factual/verifiable

1= Personal opinions are not factual/verifiable, as there
is no clear evidence to support them. E.g.: “Put Salvini
back at the Interior Ministry, he is the only one who can
handle migrants arrivals.” is not factual/verifiable

1= When the implicit subject can be reconstructed, the
sentence can be factual/verifiable. E.g.: “When he was
minister and closed the ports he said go ahead and prosecute
me. Then he was investigated and hid behind parliamen-
tary immunity. When he was minister he insulted Carola
Rackete. Then they propose him a TV debate with her and
he declines the invitation. And they call him Captain.” is
factual/verifiable

1> Descriptions of images/videos with URLs are factu-
al/verifiable when they contain an externally verifiable
fact. E.g.: “I receive directly from a Sudanese boy these
images. The migrants are leaving the UNHCR center 15 km
from #Agadez and marching towards the city.” is factu-
al/verifiable

1= Posts about weather conditions or temperatures
are considered factual/verifiable when the information
is precise, they specify the type of event described, the
exact location and time. Posts about temperature are not
check-worthy. E.g.: “The situation now in #Catania. I
think there is a small problem with climate change. [URL]”
is not factual/verifiable

1= Posts describing events (demonstrations, marches,
strikes, rallies, initiatives, assemblies, meetings, presen-
tations) are always factual/verifiable. They can include
the expressions everyone for, see you on, together with.
They are generally not check-worthy. E.g.: “#StopFalse-
Promises! In the streets of Rome with [USER] for global
climate strike! #ClimateStrike” is factual/verifiable



Table 7
Search keywords used for collecting posts in WoRTHIT, with grammatical gender and number variants (if any) indicated using
squared brackets. Note that these exactly match the keywords that have been used to collect the FAINA dataset [30].

MiGRraTION: apolid[e,i]; apolidia; centr[o,i] di accoglienza; centr[o,i] di identificazione ed espulsione; centr[o,i] di permanenza per il rimpatrio; centri di permanenza
per i rimpatri; centr[o,i] di permanenza temporanea; centr[o,i] per il rimpatrio; centri per i rimpatri; corridio[io,i] umanitar[io,i]; domand[a,e] d’asilo; domand[a,e] di
asilo; emigrant[e,i]; emigrat[o,i,a,e]; emigrazion[e,i]; espatr[io,i]; fattor[e,i] di spinta; immigrant[e,i]; immigrat[o,i,a,e]; immigrazion[e,i]; ius sanguinis; migrant[e,i];
migrator[io,i,ia,ie]; migrazion[e,i]; minor[e,i] stranier[o,i] non accompagnat[o,i]; minor[e,i] stranier[a,e] non accompagnat[a,e]; non-refoulemen(t,ts]; permess[o,i]
di soggiorno; procedur[a,e] d’asilo; procedur([a,e] di asilo; protezion[e,i] sussidiari[a,e]; protezion[e,i] umanitari[a,e]; push facto[r,rs]; refoulemen(t,ts]; reinsedia-
ment[o,i]; respingiment(o,i]; richiedent[e,i] asilo; rifugiat[o,i,a,e]; rimpatr[io,i]; rimpatriat[o,i,a,e]; sfollat[o,i,a,e]; vittim[a,e] della tratta; vittim[a,e] di tratta

CLIMATE cHANGE: acidificazione dell’oceano; acidificazione degli oceani; aerosol atmosferic[o,i]; allagament[o,i]; alluvion[e,i]; alluvional[e,i]; ambientalismo di
facciata; anidride carbonica; antropocene; aridita; bilanc[io,i] climatic[o,i]; bilanc[io,i] energetic[o,i]; bilanc[io,i] idrologic[o,i]; biocombustibil[e,i]; biodegradabil[e,i];
biodegradabilita; biodiversita; biossido di carbonio; cambiament[o,i] climatic[o,i]; cambiament[o,i] del clima; carbon cost; carbon footprint; carbon pricing; carbon tax;
cost[o,i] del carbonio; climate; climate change; climate cris[is,es]; climatic[o,a,i,he]; climatologia; co2; combustibil[e,i] fossil[e,i]; confin[e,i] planetar[io,i]; consum[o,i]
di suolo; crisi climatic[a,he]; deforestazion[e,i]; desalinizzazion[e,i]; desertificazion[e,i]; diossido di carbonio; disboscament[o,i]; dissalazion[e,i]; ecological footprint;
ecologismo di facciata; economi[a,e] circolar(e,i]; effetto serra; emission[e,i]; energi[a,e] rinnovabil[e,i]; esondazione,i]; event[o,i] meteorologic[o,i] estrem[o,i];
fenomen(o,i] meteorologic[o,i] estrem[o,i]; finanza sostenibile; fonte di energia rinnovabile; fonti di energia rinnovabil[e,i]; forzant[e,i] radiativ[o,i]; gas serra; gas
silvestre; glacialism[o,i]; glaciazion[e,i]; greenwashing; impronta carbonica; impronta di carbonio; impronta ecologica; innalzamento de[l,i] mar[e,i]; innalzamento
del livello de[l,i] mar[e,i]; innalzamento dei livelli de[l,i] mar[e,i]; inondazion[e,i]; inquinamento atmosferico; inquinamento dell’atmosfera; isol[a,e] di calore; isol[a,e]
urban[a,e] di calore; limit[e,i] planetar[io,i]; meteorologia; microclima; mobilita sostenibile; mutament[o,i] climatic[o,i]; olocene; ondat[a,e] di caldo; ondat[a,e]
di calore; paleoclima; particellato; particolato; pedoclima; permafrost; permagelo; prezz[o,i] del carbonio; proiezion[e,i] climatic[a,he]; report di sostenibilita;
riscaldamento climatico; riscaldamento globale; risch[io,i] climatic[o,i]; scenar[io,i] climatic[o,i]; sciogliment[o,i] dei ghiacciai; siccita; sistem([a,i] climatic[o,i];
sostenibilita ambientale; surriscaldamento climatico; surriscaldamento globale; svilupp[o,i] sostenibil[e,i]; tass[a,e] sul carbonio; transizion[e,i] ecologic[a,he];
transizion[e,i] energetic[a,he]; uso d[el,i] suolo; utilizzazion[e,i] del suolo; utilizzo d[el,i] suolo; variabilita climatic[a,he]

PuBLIC HEALTH: agend[a,e] di prenotazione; alfabetizzazione alla salute; alfabetizzazione sanitaria; assistenz[a,e] domiciliar[e,i]; assistenz[a,e] ospedalier[a,e];
assistenz[a,e] sanitari[a,e]; assistenza universale; aziend[a,e] ospedalier[a,e]; aziend[a,e] sanitari[a,e]; bisogn[o,i] sanitar[io,i]; calendar[io,i] di prenotazione;
caric[o,hi] di malattia; centro unificato di prenotazione; citta san[a,e]; class[e,i] di priorita; comportament[o,i] a rischio; comportament[o,i] di salute; copertur[a,e]
sanitari[a,e]; copertur[a,e] universal[e,i]; cur[a,e] medic[a,he]; cur[a,e] sanitari[a,e]; degent[e,i]; degenz[a,e]; determinant[e,i] della salute; determinant(e,i] di salute;
dimission[e,i] ospedalier[a,e]; dispositiv[o,i] medic[o,i]; disuguaglianz[a,e] di salute; disuguaglianz[a,e] nella salute; disuguaglianz[a,e] sanitari[a,e]; educazione
alla salute; educazione sanitaria; epidemi[a,e]; epidemic[o,a,i,he]; epidemiologia; epidemiologic[o,a,i,he]; equita di salute; equita nella salute; equita sanitari[a,e];
esenzion[e,i] dal ticket; esenzionl[e,i] ticket; fattor[e,i] di rischio; indicator[e,i] di salute; investiment[o,i] nella sanita; investiment[o,i] per la salute; investiment[o,i]
per la sanita; isol[a,e] san[a,e]; istitut[o,i] di cura; istituto di sanita pubblica; istituto superiore di sanita; list[a,e] di attesa; malatti[a,e] infettiv[a,e]; ministero
della salute; ministero della sanita; misur[a,e] sanitari[a,e]; ospedali; ospedalier[o,i,a,e]; ospedalizzazion[e,i]; ospitalizzazion[e,i]; pandemi[a,e]; politic[a,he]
sanitari[a,e]; post[o,i] letto; prestazion[e,i] ambulatorial[e,i]; prestazion[e,i] sanitari[a,e]; prestazion[e,i] specialistic[a,he] ambulatorial[e,i]; prevenzione delle
malattie; prevenzione di malattie; prevenzione primaria; prevenzione sanitaria; prevenzione secondaria; prevenzione terziaria; programmazion[e,i] sanitari[a,e];
promozione della salute; promozione di salute; pronto soccorso; ricover[o,i]; salute globale; salute per tutti; salute pubblica; sanita; sanita pubblica; sanitar[io,i,ia,ie];
serviz[io,i] infermieristic[o,i]; serviz[io,i] medic[o,i]; serviz[io,i] sanitar[io,i]; settor[e,i] sanitar[io,i]; sicurezza dell[a,e] cur[a,e]; struttur[a,e] di ricovero; struttur[a,e]
ospedalier[a,e]; struttur([a,e] sanitari[a,e]; terapi[a,e] intensiv[a,e]; trattament[o,i] di salute; trattament[o,i] medic[o,i]; trattament[o,i] sanitar[io,i]; uguaglianz[a,e]
di salute; uguaglianz[a,e] nella salute; uguaglianz[a,e] sanitari[a,e]; vaccin[o,i]; vaccinazion[e,i]

C. Hyperparameters Table 8

Hyper-parameter values employed for encoder-based models.

For encoder-based models, we use default MaChAmp

(v0.4.2) [36] hyperparameter values and tune the most Hyperparameter Value
crucial ones during development. The search space for Optimizer, 81, B2 AdamW, 0.9, 0.99
them is indicated within brackets in Table 8, with best Dropout 0.2
values underlined. The best loss weight value for the Epochs 3
auxiliary factuality/verifiability task is set to 0.50 for Batch size {32, 64}

{1e-4, 1e-5}

Slanted triangular

Learning rate

UmBERTo, BERT-it base, and mBERT, to 0.75 for XLM-
LR scheduler

RoBERTa, and to 1.00 for AIBERTo and BERT-it xxl.

For decoder-based models, we use the Hugging Face Weight decay . 0.01
Transformers library using default hyperparameter val- Decay factor, cut fraction 0.3, 0.3
rans A y g YPETp Class weights {balanced, unbalanced}
ues and setting the max_new_tokens parameter to 30. - -
Since all models are instruction-tuned, we structure our Main task loss weight (Acw) 1.00

inputs as conversational prompts using the following for-

mat: {"role": "user", "content": "prompt"}.

D. Prompts and Examples

We present the prompt templates used for factuality/ver-
ifiability and check-worthiness tasks. For prompts using
guidelines, $ [FV | CW]_GUIDELINES placeholders are re-
placed with text in the desired language from Table 9.
$[FV|CW]_EXAMPLES placeholders are replaced with

Aux task loss weight (Arv) {0.25, 0.50, 0.75, 1.00

text-label pair examples in the format “$POST_TEXT =
$POST_LABEL”, one per line. We report the final exam-
ple set in Table 10. Finally, $POST_TEXT is replaced with
the text of the post to classify. The first part of the check-
worthiness prompt (i.e., en: “You ... Now” and it: “Hai ...
Ora”) is included only in the SEQ setting, with $FV_LABEL
representing the factuality/verifiability label obtained for
the same post using the factuality/verifiability prompt.



Table 9
Guidelines for both tasks in Italian and English used for prompting decoder-based models in configurations with guidelines.

$FV_GUIDELINES ltalian: “Linee guida:\\Un post & fattuale quando contiene informazioni salienti che possono essere verificate esternamente. Tali informazioni
possono essere trovate ovunque, comprese subordinate, sostantivi e hashtag. | discorsi riportati e le citazioni sono sempre fattuali. Anche i post che descrivono
eventi e attivita sono sempre fattuali. | post sul meteo o sulla temperatura e le descrizioni di foto e video sono fattuali solo quando le informazioni sono precise e la
localita & nota. Al contrario, le affermazioni generiche o vaghe e le opinioni personali non sono fattuali perché non esistono prove chiare a sostegno.”  English:
“Guidelines:\\A post is factual when it contains salient information that can be externally verified. Such information can be found everywhere, including subordinates
clauses, nouns and hashtags. Reported discourses and references are always factual. Similarly, posts describing events and activities are always factual. Posts about
weather or temperature, as well as photo and video descriptions, are factual only when the information is precise and the location is known. On the other hand,
generic or vague statements and personal opinions are not factual because there is no clear evidence to support them””

$CW_GUIDELINES ltalian: “Linee guida:\\Un post pud essere check-worthy solo se ¢ fattuale. Un post & considerato check-worthy se ¢é rilevante per la societa
e pud causare danno o modificare le opinioni delle persone. Le affermazioni generiche e le opinioni non sono check-worthy. | post che descrivono eventi climatici e
meteorologici di solito non sono check-worthy perché non contengono informazioni sensibili. Allo stesso modo, i post che menzionano che una specifica attivita &
in corso di svolgimento di solito non sono check-worthy”  English: “Guidelines:\\A post can be check-worthy only if it is factual. A post is check-worthy if it is
relevant to society and can cause harm or modify people’s opinions. Generic statements and opinions are not check-worthy. Posts describing climate and weather
events are usually not check-worthy because they do not contain sensitive information. Similarly, posts mentioning that a specific activity is taking place are
usually not check-worthy.”

Table 10
Examples used for few-shot decoder-based models’ prompting on the test set. Examples refer to set #1 (see Table 2).

Post text FV  CW

¢ solo maggio. e questo #caldo mi terrorizza. ecco. I’ho detto. #crisiclimatica cosa diamine stiamo aspettando??? - -
it’s only May. and this #heat terrifies me. there. | said it. #climatecrisis what the hell are we waiting for???

ma é tipo la seconda volta che i rifugiati recuperati in mare sono 49. mi ¢ preso il sospetto che la libia stia trollando salvini. + +
but it’s like the second time that the refugees rescued at sea are 49. | got the suspicion that Libya is trolling Salvini.

ho scritto e riscritto che #inceneritore & proposta anti-europea: ue avrebbe eliminato esenzione dell’incenerimento dal pagamento co2 non + +
piti tardi del 2028 perché dannoso e rendendolo ancora meno conveniente. sono stato smentito: oggi hanno votato. dal 2026! [URL]

I've written and rewritten that the #incinerator is an anti-European proposal: the EU would have removed the exemption of incineration from CO2

payments no later than 2028 because it’s harmful, making it even less cost-effective. | was contradicted: they voted today. from 2026! [URL]

il fatto che zaia rivoglia il personale “novax” sospeso ¢ la certificazione del danno procurato alla salute pubblica per scelte politiche scellerate + +
e criminali. semplice.

the fact that Zaia wants the suspended “novax” staff back is proof of the damage caused to public health by reckless and criminal political decisions.

simple.

lei pensa ai fratelli migranti in serbia [URL] - -
she thinks of the migrant brothers in Serbia [URL]

# Prompt for factuality/verifiability (en)

Classify the post as “factual” or “not factual”.
Answer only with “factual” or “not factual”.
$FV_GUIDELINES

Examples:

$FV_EXAMPLES

Answer:

$POST_TEXT =

# Prompt for check-worthiness (en)

You classified the post as $FV_LABEL. Now clas-
sify the post as “check-worthy” or “not check-
worthy”. Answer only with “check-worthy” or
“not check-worthy”.

$CW_GUIDELINES

Examples:

$CW_EXAMPLES

Answer:

$POST_TEXT =

# Prompt for factuality/verifiability (it)

Classifica il post come “fattuale” o “non fattuale”.
Rispondi solo con “fattuale” o “non fattuale”.
$FV_GUIDELINES

Esempi:

$FV_EXAMPLES

Risposta:

$POST_TEXT =

# Prompt for check-worthiness (it)

Hai classificato il post come $FV_LABEL. Ora
classifica il post come “check-worthy” o “non
check-worthy”.  Rispondi solo con “check-
worthy” o “non check-worthy”.
$CW_GUIDELINES

Esempi:

$CW_EXAMPLES

Risposta:

$POST_TEXT =
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