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Abstract

The evaluation of large language models for Italian faces unique challenges due to morphosyntactic complexity, dialectal
variation, cultural-specific knowledge, and limited availability of computational resources. This position paper presents a
comprehensive framework for Italian LLM benchmarking, in which we identify key dimensions for LLM evaluation, including
linguistic capabilities, knowledge domains, task types and prompt variations, proposing high-level methodological guidelines
for current and future initiatives. We advocate a community-driven, sustainable benchmarking initiative that incorporates
dynamic dataset management, open model prioritization, and collaborative infrastructure utilization. Our framework aims to
establish a coordinated effort within the Italian NLP community to ensure rigorous, scientifically sound evaluation practices
that can adapt to the evolving landscape of Italian LLMs.
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1. Introduction

Large Language Models (LLMs) have revolutionized Nat-
ural Language Processing (NLP), achieving remarkable
performance across a wide range of tasks and languages.
This progress has brought new challenges for evaluation
methodologies, particularly for non-English languages
where the benchmarking infrastructure remains limited.
In this respect, the Italian NLP community faces an im-
portant challenge. Recently, several Italian LLMs have
emerged, including language-adapted models [1, 2, 3] and
pretrained models'*** [4]. These models have demon-
strated promising capabilities. However, the lack of com-
prehensive, standardized evaluation frameworks with
robust evaluation methodologies and adequate resources
and infrastructure that can assess their performance over
time, hampers our ability to assess their true capabilities
and guide future development.
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Historically, Italian NLP evaluation has relied primar-
ily on task-specific benchmarks developed for individual
shared tasks, such as those organized within the Evalita
campaigns® [5, 6, 7]. While these efforts have been in-
strumental in advancing the field, the advent of LLMs in-
troduces fundamental changes that existing benchmarks
struggle to address. Unlike traditional NLP models that
were typically fine-tuned for specific tasks, modern LLMs
exhibit capabilities across multiple domains and task
types, requiring evaluation paradigms that can capture
this versatility. Moreover, the rapid saturation of existing
benchmarks by state-of-the-art models requires the con-
tinuous development of new, more challenging evalua-
tion scenarios, across a wider range of linguistic phenom-
ena [8], knowledge domains [9, 10], task types [11, 12],
modalities [13, 14], interaction styles [15, 16], and user
demographics [17].

The Italian community has recently started to address
this gap. The Calamita® benchmark [18] represents a
significant step toward comprehensive Italian LLM evalu-
ation, focusing on challenging language models’ abilities
across various linguistic dimensions. Similarly, other
efforts such as ITA-Bench [19], Evalita-LLM [20], and
ITALIC [21], among others, have contributed to the
growing ecosystem of Italian language evaluation tools.
These are important and valuable, but isolated, initia-
tives, and they suffer limitations in terms of method-
ology, scope, sustainability, and coordination with the
broader research community. Moreover, a significant con-
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sideration in developing language-specific benchmarks
involves the trade-offs between creating native content
and translating from existing English resources. Indeed,
while translation offers scalability and cross-linguistic
comparability, it may fail to capture language-specific
phenomena, cultural nuances, and idiomatic expressions
that are crucial for comprehensive evaluation. Native
Italian benchmarks, conversely, provide authentic lin-
guistic challenges but require substantial expertise and
resources in order to be developed and maintained.

This position paper synthesizes community experi-
ences in benchmarking Italian LLMs and proposes ac-
tionable guidelines with the objective of incentivizing
the development of more and better Italian LLM evalua-
tion resources in a sustainable manner. We address four
fundamental questions:

« Section 2: What to benchmark — a framework for
prioritizing linguistic capabilities, knowledge do-
mains, and task types in Italian LLM evaluation.

«+ Section 3: How to benchmark — methodologi-
cal considerations including prompt engineering,
evaluation metrics, and aggregation strategies.

« Section 4: Where to benchmark — which datasets
and tasks to consider for a comprehensive evalu-
ation.

« Section 5: Sustainable benchmarking — address-
ing organizational, computational, and financial
challenges for long-term viability.

We present empirical insights, practical guidelines,
and open research questions to encourage community
dialogue toward establishing comprehensive, sustainable
evaluation standards for Italian LLMs.

2. What to Benchmark

The fundamental question of what to benchmark in Ital-
ian LLM evaluation requires careful consideration of the
nature of language understanding and generation capabil-
ities. While English-centric benchmarks have established
evaluation paradigms for general language understand-
ing, Italian presents unique linguistic challenges that
may require datasets and tasks specifically for the lan-
guage, i.e., native Italian benchmarks, rather than relying
solely on translated English resources. Drawing from
established evaluation frameworks, as well as Italian-
specific initiatives, we propose a systematic approach
to characterizing the evaluation space along three crit-
ical dimensions that collectively capture the breadth of
abilities essential for robust Italian language modeling.
Italian presents several distinctive features that distin-
guish it from well-studied languages like English: rich

morphological inflection with complex agreement sys-
tems, relatively free word order with pragmatic con-
straints, extensive use of clitics and null subjects, and a
wealth of dialectal variation across regions. These char-
acteristics, combined with Italy’s unique cultural and
institutional landscape, create specific challenges for lan-
guage model evaluation that cannot be adequately ad-
dressed through direct translation of existing English
benchmarks. To address these challenges, we propose a
multi-dimensional framework for Italian LLM evaluation
that captures the essential linguistic and cultural dimen-
sions of language understanding and generation, as illus-
trated in Figure 1. Table 1 summarizes the coverage of
25 publicly available datasets within our proposed evalu-
ation ontology, highlighting the need for comprehensive
benchmarks that encompass a wide range of linguistic
phenomena, knowledge domains, and task types.

2.1. Linguistic Competence

This dimension covers the basic language skills needed
for understanding at different levels. Italian’s typological
characteristics, as a Romance language with rich mor-
phology and relatively flexible syntax, create evaluation
challenges distinct from those posed by English or other
languages. Our framework distinguishes between five
hierarchical levels of linguistic analysis:

Morphological Processing constitutes the founda-
tion, testing models’ ability to handle word formation,
inflection, and morpho-syntactic agreement. Recent
work has demonstrated the value of elementary linguistic
tasks [22] in revealing fundamental model capabilities
that may be obscured in more complex scenarios. For
Italian, this includes evaluating comprehension of gen-
der and number agreement (la casa bianca vs. i tavoli
bianchi), complex verbal conjugation patterns across
tenses and moods (andrei, andresti, andrebbe), and pro-
ductive derivational morphology (camminare — cam-
minabile — camminabilitd). Unlike English, where mor-
phological complexity is relatively limited, Italian models
must demonstrate robustness to a wide range of inflec-
tional and derivational forms, including irregular verbs
and noun-adjective agreement patterns.

Lexical Knowledge assessment focuses on vocabu-
lary breadth, semantic relations, and word-level disam-
biguation capabilities. This includes traditional tasks,
such as word sense disambiguation (WSD), with some
verbs in Italian that are particularly polysemous, like
prendere (to take, catch, get, have) and dare (to give,
provide, yield). Evaluation must also address lexical-
semantic knowledge specific to Italian cultural and lin-
guistic contexts, including understanding of false friends
with other Romance languages (burro means butter, not
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Figure 1: Three-dimensional framework for Italian LLM evaluation. The framework includes linguistic competence (morpho-
logical, lexical, syntactic, semantic, and pragmatic processing), domain and knowledge specialization (domain coverage, cultural
knowledge, and register adaptation), and task generalization capabilities (linguistic instruction following, task generalization,

and cross-linguistic transfer).

donkey) and recognition of regional lexical variants (an-
guria vs. cocomero for watermelon).

Syntactic Processing evaluates models’ grasp of Ital-
ian sentence structure, including complex phenomena
that distinguish Italian from more configurational lan-
guages. Key areas include clitic placement and climbing
(lo voglio vedere vs. voglio vederlo), null subject licens-
ing and pro-drop parameters, and the pragmatic con-
straints governing word order flexibility. Italian’s ability
to express the same propositional content through multi-
ple syntactic configurations (Mario ha visto Lucia, Lucia,
Mario ’ha vista, L’ha vista Mario, Lucia) requires mod-
els to understand both structural possibilities and their
discourse functions.

Semantic Processing encompasses both composi-
tional semantics, i.e., how meaning is constructed from
constituent parts, and pragmatic inference capabilities.
This includes tasks such as textual entailment, semantic
parsing, irony detection, and sentiment analysis, that
require deeper contextual understanding. Italian’s rich
system of grammaticalized aspect and mood markers
(stava per partire vs. era sul punto di partire vs. stava
partendo) creates semantic distinctions that must be cap-
tured in evaluation frameworks.

Pragmatic Processing represents the highest level
of linguistic competence, evaluating models’ ability to
understand language in context and interpret commu-
nicative intentions beyond literal meaning. Key evalu-
ation areas include discourse coherence and cohesion,

where models must track referential relations across ex-
tended texts and maintain thematic continuity. Italian’s
rich system of discourse markers (magari, dunque, al-
lora, comunque) and the pragmatic functions of syntactic
variations require sophisticated contextual understand-
ing. Additionally, models must demonstrate sensitivity to
speech acts and politeness, understanding when indirect
requests (non é che potresti...) are more appropriate than
direct imperatives, and recognizing the pragmatic force
of conditional constructions, such as (sarebbe possibile vs.
é possibile).

2.2. Domain and Knowledge

The second dimension addresses the world knowledge
encoded in language models, with particular attention
to Italian-specific cultural, historical, and institutional
contexts. This dimension recognizes that language com-
petence extends beyond linguistic phenomena to encom-
pass domain-specific expertise and culture awareness,
which becomes particularly important given the coun-
try’s distinctive historical, geographical, political, legal,
and cultural landscape.

Domain Coverage spans traditional academic disci-
plines (mathematics, natural sciences, humanities) as well
as specialized professional domains where Italian-specific
terminology, concepts, and practices may be essential.
Legal reasoning presents a particularly challenging case:
while mathematical reasoning may transfer readily across
languages, Italian legal discourse requires deep familiar-
ity with concepts like concordato preventivo, the distinc-
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Table 1

Coverage of 25 publicly available datasets and 3 frameworks
(ITA-Bench, EvallTA-LLM, and ITALIC) within the proposed
Italian LLM evaluation ontology (v = covered, X = not).

tion between dolo and colpa, and the complex structure of
Italian administrative law (TAR, Consiglio di Stato). Med-
ical terminology, with its mixture of Latin roots, Italian
adaptations, and regional variations, is another similar
challenge. Educational contexts require understanding
of the Italian school system’s structure (liceo classico, is-
tituto tecnico, scuola dell’infanzia) and grading systems
(giudizio vs. voto).

Cultural and Contextual Knowledge evaluation ad-
dresses the understanding of Italian history, geography,
social institutions, and contemporary cultural references.
This encompasses knowledge of Italy’s regional diversity,
ranging from linguistic varieties (understanding when
someone uses scialla) to culinary traditions (knowing that
ragu varies significantly between Bologna and Naples)
to historical references (recognizing allusions to Tangen-
topoli or the anni di piombo). Models must also be aware
of the contemporary Italian media landscape, political
discourse, and social issues, with appropriate cultural sen-
sitivity, while at the same time avoiding stereotypes or
biases that may arise from training data and also staying
updated with new events.

Genre and Register Adaptation tests models’ sensi-
tivity to different text types and communicative contexts,

from the elaborate bureaucratic language of Italian public
administration (linguaggio burocratico) to the informal,
creative language of social media. Italian’s rich system of
honorifics and address forms, e.g., when to use tu, lei, and
voi and the use of conditional forms for politeness (vorrei
vs. voglio), requires social awareness that goes beyond
linguistic competence. Academic Italian, with its distinc-
tive structures and vocabulary (altresi, peraltro, laddove),
represents another crucial register for evaluation.

2.3. Task Generalization and Instruction
Following

The third dimension captures models’ ability to under-
stand and execute new, unseen instructions, which is a ca-
pability that has become increasingly important in prac-
tical LLM applications. This dimension should be equally
relevant for Italian LLMs, as instruction-following capa-
bilities must transfer across linguistic and cultural bound-
aries while maintaining sensitivity to Italian-specific com-
municative norms and expectations.

Linguistic Instruction Following encompasses tasks
that require manipulation of language itself, demonstrat-
ing meta-linguistic awareness. For Italian, this includes
style transfer tasks that require understanding of register
differences, e.g., converting formal business correspon-
dence (Con la presente si comunica che...) to informal
messaging (Ti scrivo per dirti che...), or adapting academic
writing to journalistic style. Grammar presents particu-
lar challenges: shifting from passato prossimo to passato
remoto depending on regional preferences, converting
between active and passive constructions while main-
taining appropriate clitic placement, and handling per-
son shifts in embedded structures. Content restructuring,
such as summarization with specific constraints (e.g., “ri-
assumi in 50 parole mantenendo un tono formale”), tests
not only linguistic competence but also adherence to
culturally appropriate communication patterns.

Task Generalization evaluates models’ ability to
adapt to novel task formats and requirements based on
natural language descriptions, without task-specific train-
ing. This includes assessment of few-shot learning capa-
bilities in Italian contexts, where models must quickly
adapt to new domains or specialized vocabularies. For in-
stance, a model might need to learn medical terminology
from a few examples and then apply it consistently, or un-
derstand the conventions of Italian legal citation formats
from brief instruction. The ability to combine multiple
sub-tasks in complex workflows, such as extracting in-
formation from a bureaucratic document, reformatting it
according to specific guidelines, and generating a sum-
mary in a different register, represents a crucial capability



for practical applications.

Cross-Linguistic Instruction Transfer addresses the
challenge of Italian LLMs operating in multilingual con-
texts. This includes handling instructions that may draw
upon multilingual contexts (e.g., “traduci questo testo
inglese mantenendo il tono ironico”) or require code-
switching between Italian and other languages, particu-
larly English in technical contexts. LLMs must demon-
strate sensitivity to when code-switching is appropriate
versus when maintaining linguistic purity is required,
understanding contexts where English technical terms
are standard (software, hardware) versus where Italian
equivalents are preferred (programma vs. software).

Guidelines on What to Benchmark. Our proposed
framework (Figure 1) could be used for a structured and
systematic categorization of Italian LLM evaluation tasks.
By encouraging task designers to be explicit and trans-
parent about which dimensions their tasks cover, the
research community can more effectively allocate time,
expertise, and resources toward areas that are currently
underrepresented. This, in turn, would allow for a richer
and more fine-grained understanding of model capabil-
ities across a broad spectrum of competencies, as illus-
trated in Table 1, highlighting concrete gaps, for exam-
ple, the pressing need for a greater number of evaluation
tasks that assess pragmatic processing, adaptation to dif-
ferent registers and sociolinguistic contexts, as well as
the ability to transfer instructions across languages in
cross-linguistic scenarios.

3. How to Benchmark

3.1. Task Formulation

The shift towards generative language models requires
reconsideration of traditional NLP evaluation paradigms,
particularly for discriminative tasks that formed the back-
bone of earlier evaluation efforts when classification and
regression were the primary focus.

Multiple-Choice Question Adaptation has emerged
as an easy-to-implement approach for bridging tradi-
tional evaluation paradigms with generative model ca-
pabilities. By recasting discriminative tasks as prompted
generation problems, this approach enables evaluation of
models’ reasoning processes while maintaining compati-
bility with established evaluation metrics. For example,
Named Entity Disambiguation (NED) tasks can be refor-
mulated as multiple-choice questions as follows:

Question: Given the context "Marco Rossi € nato
a Milano nel 1985", which entity does "Milano"
refer to?

A) Milano, Texas (USA)
B) Milano, Italy (city)
C) Milano Marittima (resort town)

D) Milano Centrale (train station)

Answer:

where the model is expected to generate the correct op-
tion letter (e.g., "B") as its response. This approach allows
for leveraging existing evaluation metrics while adapting
to the generative capabilities of modern LLMs.

Multiple-choice question adaptation has become a
prevalent strategy in LLM evaluation [9, 23, 24], includ-
ing Italian evaluations [19, 21], due to its simplicity (i.e.,
one only needs to compare the label generated by the
model with the correct label) and its low computational
cost. However, it is important to note that this approach
is not truly reflective of real-world applications, where
models are often expected to generate free-form text
rather than select from predefined options. Moreover,
multiple-choice question evaluation presents several per-
sistent challenges for assessing LLMs. Different evalua-
tion strategies often yield inconsistent results [25], and —
with the emergence of reasoning-intensive models [26] -
extracting the intended answer is not always straightfor-
ward [27].

Open-Ended Generation Tasks represent the most
authentic form of generative evaluation, allowing mod-
els to produce free-form text responses. However, this
approach introduces significant challenges in terms of
evaluation consistency and reliability, particularly for
tasks that require subjective judgment or cultural con-
text understanding. For example, Instruction Following
(IF) task will be formulated as an open-ended task as
follows:

Instruction: I am planning a trip to Italy, and
I would like you to write an itinerary for my
journey in a Shakespearean style. You are not
allowed to use any commas in your response.
Answer:

where the model is expected to generate a coherent and
correct answer following the guidelines imposed by the
instruction (“Shakespearean style”), about a trip to “Italy”.
Evaluating a model’s ability to generate a coherent and
contextually appropriate response to an open-ended ques-
tion about Italian culture may require human annotators
with specific cultural knowledge, leading to potential



biases and inconsistencies in scoring. The open-ended
paradigm offers several distinct advantages: it enables as-
sessment of reasoning processes and explanation quality,
allows for partial credit scoring based on response com-
ponents (e.g., a sound trip schedule, and adherence to the
writing style) and more closely mirrors real-world deploy-
ment scenarios where models must generate free-form
responses. However, open-ended formulation introduces
significant challenges, including increased computational
costs, the need for complex answer validation methods,
LLM-as-a-Judges, and task-specific evaluation metrics
that may need to be designed for each domain and appli-
cation.

3.2. Task Evaluation

There are two main strategies for evaluating the output
of generative models: probability-based evaluation and
generative evaluation. These approaches differ in how
they assess model outputs, with significant implications
for benchmark design.

Probability-Based Evaluation relies on computing
the likelihood of specific continuations given a context,
leveraging the model’s internal probability distribution
over tokens. This approach is particularly well-suited
for tasks where the model must select among predefined
options, such as multiple-choice questions or cloze com-
pletion tasks. The evaluation is based on the model’s
ability to assign higher probabilities to correct answers
compared to incorrect ones. More formally, given a con-
text C' and a set of options O = {01, 02,...,0,}, the
evaluation computes the probabilities P(0;|C') for each
option o; and selects the one with the highest probability
as the model’s implicit choice. In the previous example,
the model would compute probabilities for each option:
P("Milano, Italy"|context), P("Milano, Texas"|context),
etc. Alternatively, for computational efficiency, evalua-
tion can be performed on option labels: P("B"|context),
though this approach may lose semantic information and
introduce artifacts related to label order and bias [28].
The main advantages of probability-based evaluation
include computational efficiency-particularly when com-
puting probabilities of single-token continuations—and
the ability to assess model confidence through probability
margins. However, this approach faces several limitations
that become particularly pronounced in Italian contexts.
Length bias can systematically favor shorter options, as
longer sequences have lower joint probabilities; this is
especially problematic for Italian, where morphological
complexity varies significantly across lexical items. To-
kenization effects may create systematic biases: Italian
compound words or phrases may be tokenized very dif-
ferently by different tokenizers of multilingual models,

leading to inconsistent probability distributions. More-
over, probability-based evaluation cannot capture the
reasoning processes that have become increasingly im-
portant in current LLM applications, as models cannot
leverage their problem-solving strategies, provide expla-
nations, or exhibit the kind of multi-step reasoning that
characterizes human-inspired processes (e.g., Chain of
Thought) in language tasks.

Generative Evaluation Generative evaluation in-
volves prompting a model to produce a complete, free-
form response, which is then assessed against specific cri-
teria or compared to a reference answer. This approach al-
lows for more flexible and natural outputs, unconstrained
by predefined answer options. For instance, in the Named
Entity Disambiguation (NED) task, generative evaluation
might prompt the model to produce a detailed explana-
tion such as: "The correct answer is Milano, Italy (city)
because the context mentions Marco Rossi being born
there, indicating the major Italian city rather than other
places with the same name." Such responses can provide
richer insight into the model’s reasoning and capabilities.

However, evaluating generative outputs remains a sig-
nificant challenge. In the context of multiple-choice ques-
tion answering, the evaluation procedure must recover
the model’s intended answer from free-form text. Two
primary approaches are commonly used: (1) applying
hand-crafted regular expressions, which are simple and
fast to implement but susceptible to edge cases and fail-
ures; and (2) leveraging LLM-based extractors, which
offer greater robustness and accuracy but come with
increased computational cost. Recent studies have inves-
tigated the trade-offs between these methods, revealing
that even LLM-based extractors can fail under certain con-
ditions or may be unnecessary in specific scenarios [27].

For open-ended tasks, evaluation becomes even more
complex due to the diversity and richness of possible cor-
rect answers. These tasks require assessments across mul-
tiple dimensions, such as relevance, coherence, factuality,
and completeness. Traditional automatic metrics, such as
BLEU [29], ROUGE [30], METEOR [31], BERTScore [32],
and COMET [33], are often insufficient to capture the
full quality of generated responses.

For those reasons, LLM-as-a-Judge approaches [34]
have recently gained traction for evaluating LLMs in
open-ended generation tasks, offering an alternative to
traditional, non-generative metrics. However, most of the
existing research in this area has focused on the English
language. Encouragingly, recent developments in multi-
lingual, open-source LLM-as-a-Judge frameworks [35, 36,
Hercule, M-Prometheus] have shown promising results
in non-English contexts. Still, as of now, there are no
open-weight LLM-as-a-Judge models explicitly trained
for Italian, showing that there exists a significant gap in
the current literature. In general, LLM-as-a-Judge evalua-



tion frameworks can be expensive, especially when based
on commercial models. Even open-source alternatives,
such as Prometheus [37], require substantial computa-
tional resources, e.g., Prometheus is available as a 7B and
35B model, making its deployment resource-intensive.
In addition, the LLM-as-a-Judge paradigm faces several
open challenges beyond language coverage and efficiency.
Notably, robust meta-evaluation is needed to assess the
reliability of LLM-based judgments. It is therefore impor-
tant to pair model-based evaluation with human judg-
ment, especially for mid-resource languages like Italian.
Not only that, LLM-based evaluators remain vulnerable
to various forms of bias, which can be particularly prob-
lematic in sensitive applications [38]. These limitations
underscore the urgent need for a well-defined, effective
evaluation framework, especially when assessing gener-
ative models on Italian language benchmarks.

3.3. Task Variation

The same task can be presented in multiple ways, leading
to different model performances based on the formula-
tion of the prompt. In our experience with Italian LLMs
and Italian benchmarks, we have identified several key
dimensions of task variation that significantly impact
model performance and evaluation outcomes.

Prompt Variation is essential for understanding how
different linguistic features influence model performance,
as a different model may perform better or worse depend-
ing on how the task is presented.

» Register variation: Tests model sensitivity to
formality differences by comparing formal aca-
demic language ("Sulla base del testo fornito, si
identifichi Uopzione corretta") versus informal con-
versational prompts ("Leggendo questo testo, qual é
la risposta giusta?"). This is particularly important
for Italian given its system of register markers.

+ Instruction explicitness: Varies detail level
from minimal prompts relying on implicit under-
standing to elaborate instructions with explicit
criteria and response formats.

« Cultural framing: Compares culturally specific
framings ("Come studente italiano, quale risposta
sceglieresti?") with culturally neutral ones. This
proves particularly important for tasks about
Italian-specific knowledge.

« Randomicity: Introduces random variations in
prompt structure, such as changing the order of
options or rephrasing questions, to assess model
robustness to possibly irrelevant changes.

Few-Shot Learning has been widely adopted in LLM
evaluation, allowing models to leverage examples to im-
prove performance on specific tasks. Our experience
indicates that few-shot prompting is particularly effec-
tive when the answer format is novel or complex with
respect to the model’s training data, as it provides cru-
cial context and guidance for generating appropriate re-
sponses. However, few-shot prompting also introduces a
significant computational overhead and requires careful
selection of examples to avoid introducing hidden biases
towards specific answers. Perhaps more importantly,
few-shot prompting can lead to overfitting on the train-
ing examples provided for the given benchmark, which
could be too specific and similar to the test examples that
may not generalize well on different domains or tasks.
Therefore, while few-shot prompting can enhance model
performance, we recommend using zero-shot evaluation
as a more representative measure of model capabilities,
whereas few-shot prompting can be used as a supple-
mentary task variation and a strong baseline on model
performance.

Cross-Lingual Prompting which refers to prompting
in a language other than the language in which the model
is expected to answer, is a particularly interesting aspect
of Italian LLM evaluation, as it allows us to leverage the
multilingual capabilities of models trained on diverse
datasets. Our observations indicate that Italian models
often perform better when prompted in English with in-
structions to respond in Italian, suggesting that current
Italian LLMs are benefitting from higher-quality English
training data during pre-training and/or post-training.
Therefore, cross-lingual prompting can be a powerful
tool for measuring cross-linguistic performance and un-
derstanding how models generalize across languages,
including coding languages, such as Python, which are
often used in programming tasks.

4. Where to Benchmark

The development of an LLM benchmark suite for a target
language typically follows one of three main approaches,
each with distinct advantages and limitations that signif-
icantly shape the resulting evaluation framework. In this
section, we outline “where” to obtain the data to evaluate
LLMs, or — in the absence of existing benchmark for a
target language — where to source the data to bootstrap
the creation of a new benchmark.

Translation-Based Methodologies are the most im-
mediate and resource-efficient strategy, as it allows us to
leverage existing English benchmarks, such as MMLU [9],
HellaSwag [39], ARC [24], BoolQ [40], and SciQ [41],



among many others. This approach enables rapid de-
ployment of evaluation frameworks and facilitates cross-
linguistic comparison of model capabilities. However,
direct translation — apart from the possibility of trans-
lation errors — introduces systematic biases that may
obscure genuine linguistic differences between Italian
and English, potentially leading to evaluation artifacts
that do not reflect authentic Italian language use patterns.

Our experience with translating English benchmarks
reveals several aspects that require careful consideration,
as they can significantly impact the task’s validity and
complexity. For instance, WinoGrande [42] is a widely
used benchmark for evaluating commonsense reasoning
in English, where the task involves filling in the blanks
of sentences with appropriate words, e.g., The GPS and
map helped me navigate home. I got lost when the ___
got turned upside down in which the correct answer is
map. A possible translation into Italian could be Il GPS
e la mappa mi hanno aiutato a tornare a casa. Mi sono
perso quando la ___ € stata capovolta, where the correct
answer is mappa. We observe that the translated task is
significantly less complex than the original, as the word
GPS is masculine in Italian, while mappa is feminine, i.e.,
a model can easily infer the correct answer based on
grammar alone rather than common sense.

Adaptation-Based Methodologies offer a middle
ground between translation and native development, al-
lowing us to use data that is already available in Italian
while adapting the task design to better fit the evalua-
tion of LLMs. This approach enables us to create bench-
marks that are more culturally and linguistically relevant
than direct translations, while still leveraging existing
resources to reduce development costs. For instance,
misogyny detection on social media platforms presents
significant differences between English and Italian for
several reasons, including the use of different terms, cul-
tural references, and linguistic structures, i.e., translating
English benchmarks would not necessarily capture the
nuances of misogyny in Italian. Therefore, adaptation-
based methodologies can be particularly effective for
tasks that require cultural or contextual understanding,
such as sentiment analysis, hate speech detection, and
commonsense reasoning. However, adaptation also re-
quires careful consideration as the adaptation process
(e.g., how the prompts or possibile answers are adapted)
may introduce biases or artifacts that do not accurately
reflect the evaluation goals of the original benchmark.

Native Development Approaches represent the
most resource-intensive but potentially most valuable
strategy, creating evaluation frameworks specifically de-
signed for Italian linguistic and cultural contexts. These
approaches, while requiring substantial investment in

linguistic analysis and content creation, offer the great-
est potential for capturing phenomena unique to Ital-
ian language use that may be systematically overlooked
by adapted benchmarks. Since native benchmarks re-
quire significant expertise, time, and resources to de-
velop, their need should be carefully evaluated against
the potential benefits they offer. In our experience, na-
tive benchmarks are particularly valuable for tasks that
require deep cultural understanding, such as cultural ref-
erences, idiomatic expressions, and pragmatic language
use. Therefore, we recommend that native development
approaches be prioritized for tasks that are critical for
evaluating LLMs’ capabilities in Italian, while translation
and adaptation methodologies can be used to comple-
ment existing benchmarks and fill gaps in evaluation
coverage.

5. Sustainable Benchmarking

Sustainable evaluation requires moving away from static
benchmarks toward dynamic, community-driven evalua-
tions. We propose a living benchmark framework that
addresses resource constraints via adaptive dataset man-
agement, open model prioritization, and strategic infras-
tructure utilization.

Dynamic Task Management: our framework envi-
sions a dynamic lifecycle management for datasets where
evaluation tasks undergo continuous assessment and re-
moval upon reaching saturation thresholds or staleness.
The research community should propose new tasks and
perform a pilot evaluation to assess complexity, cultural
relevance, and computational requirements before inte-
gration, with higher priority given to tasks capturing
emerging linguistic phenomena and leveraging unique
aspects of Italian language and culture.

Open-Source Prioritization: we propose a three-tier
model inclusion hierarchy: fully open-source models
(training code, data pipelines, complete documentation),
open-weight models (public weights and inference code),
and closed systems (limited to significant comparative
baselines). Performance-based curation should flag un-
derperforming models for removal while maintaining
architectural diversity and preserving historical data.

Model Transparency and Comparative Context:
our framework would remark model openness and core
characteristics—such as the number of training tokens
and model parameters. Current leaderboards often lack
a consistent emphasis on these details during compar-
isons. For example, given equal parameter counts, it is
reasonable for a fully open model trained on fewer to-
kens to underperform relative to a proprietary model



trained on significantly more data. Nonetheless, such
discrepancies should be seen as valuable indicators of the
evaluation gap, encouraging the research community to
close this gap through more equitable and transparent
benchmarking. Table 2 provides a non-exhaustive list of
state-of-the-art LLM families trained on Italian data (e.g.,
Minerva [4], Llama [43], Qwen [44], Salamandra [45],
EuroLLM [46], Almawave’s Velvet, iGenius’ Italia, Fast-
web’s MIIA) where we report the number of training
tokens and model parameters.

Community Governance: a community-based steer-
ing committee with short-term rotating roles will govern
the framework, including representatives from Italian re-
search institutions and industry partners. The committee
establishes dataset inclusion criteria, defines evaluation
protocols, coordinates infrastructure allocation, and me-
diates methodology disagreement through transparent
voting procedures.

Infrastructure and Cost Management: the frame-
work leverages national computational resources, e.g.,
CINECA'’s Leonardo supercomputer, as the primary in-
frastructure foundation. These partnerships should pro-
vide access to state-of-the-art GPU clusters while main-
taining community accessibility through existing insti-
tutional allocation systems. Our preliminary cost analy-
sis reveals that generative evaluation tasks consume 3-5
times more resources than probability-based assessments.
Optimization strategies include batch processing, smart
caching, and hierarchical evaluation protocols. Over-
all, a comprehensive evaluation of 10 models across 50
tasks can require approximately 500-750 GPU hours per
quarter, with sustainability achieved through different
funding sources including national support, institutional
commitments, and industry partnerships.

6. Conclusion

LLMs require rigorous, standardized evaluation frame-
works that can assess different capabilities in linguisti-
cally and culturally diverse contexts. For Italian, this chal-
lenge is compounded by the complexity of morphosyntac-
tic phenomena, dialectal variation, and culturally-specific
knowledge requirements that existing benchmarks are
yet to fully address. However, several aspects of bench-
marking discussed in the paper, for instance task formula-
tion, evaluation and variation, can be applied effectively
to languages other than Italian, English included. We
hope that work on Italian can act as a trailblazer, particu-
larly for other European languages.

This position paper outlines a comprehensive overview
of the Italian LLM evaluation landscape across several im-
portant dimensions. Moreover, we firmly believe that the

Parameter Size ~ Training Tokens ~ Open
Model (Billions) (Trillions) Source
Italian First
Minerva-350M 0.35 0.07 v
Minerva-1B 1 0.2 v
Minerva-3B 3 0.66 v
Minerva-7B 7 25 v
Velvet-2B 2 3 X
Italia-9B 9 1 X
FastwebMIIA-7B 7 3 X
Multilingual
Llama-3.1-8B 8 15 X
Llama-3.2-1B 1 9 X
Llama-3.2-3B 3 9 X
Salamandra-2B 2 8 v
Salamandra-7B 7 8 v
Velvet-14B 14 4 X
Qwen2.5-1.5B 1.5 18 X
Qwen2.5-3B 3 18 X
Qwen2.5-7B 7 18 X
EuroLLM-1.7B 1.7 4 v
Table 2

List of openly available models that include Italian in their
pretraining data. Models labeled [talian First were trained
with a high proportion of Italian data (at least 50%), while
Multilingual models include ltalian as part of a broader multi-
lingual dataset. The Open Source column indicates whether
the model has been released with full transparency, i.e., in-
cluding training data, code, and post-training details.

success of credible Italian LLM benchmarking requires
coordinated community effort. We hope that this paper
will stimulate discussion within the Italian NLP commu-
nity regarding best practices for Italian LLM evaluation,
establish foundational principles for a new benchmarking
initiative, and address the critical challenge of sustainable
benchmark development and maintenance.
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