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Abstract
In the field of assistive technologies, making accessible to visually impaired users complex visual content such as graphs or

conceptual maps remains a significant challenge. This work proposes a modular dialog system that leverages a combination of

neural Natural Language Understanding (NLU) and Retrieval-Augmented Generation (RAG) to translate graphical structures

into meaningful text-based interactions. The NLU module combines a fine-tuned BERT classifier for intent recognition

together with a spaCy-based Named Entity Recognition (NER) model to extract user intents and parameters. Moreover, the

RAG pipeline retrieves relevant subgraphs and contextual information from a knowledge base, reranking and summarizing

them via a language model. We evaluate the system across multiple specific tasks, achieving over 92% F1 in intent classification

and NER, and demonstrate that even open-weight models, like DeepSeek-r1 or LLaMA-3.1, can offer competitive performance

compared to GPT-4o in specific domains. Our approach enhances accessibility while maintaining modularity, interpretability,

and performance on par with modern LLM architectures.

Keywords
Dialogue Systems, Retrieval-Augmented Generation, Large Language Models, Education

1. Introduction
Accessing graphical structures, such as tables, diagrams,

and conceptual maps, poses a significant barrier to visu-

ally impaired people (VIP), especially in an educational

setting, where ensuring equal opportunities for all stu-

dents is a fundamental requirement. Despite decades of

progress in assistive technologies, visual content remains

one of the most challenging formats to make accessi-

ble. The World Health Organization estimates that at

least 2.2 billion people live with near or distance-vision

impairment.
1

While the meaningful alternative text may bridge the

accessibility gap, it is rarely implemented effectively. In-

deed, for complex visual context a meaningful textual

description can be too long for cognitive load constraints.

A recent survey about images shared on major social-

media and educational platforms found that fewer than

1% were accompanied by any alt text at all, and much

of that text was limited to vague placeholders such as

“diagram” or “graph” [1].
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Natural Language Processing and Generation (NLP/G)

offer promising, yet largely underexplored, approaches

for the effective communication of graphical information.

The widespread integration of speech-to-text and text-

to-speech technologies in modern devices underscores

their potential to mitigate accessibility barriers. In this

context, dialog systems (DSs) can be a powerful tool for

teaching graphical structures to VIP, as demonstrated in

[2] for instance.

There are various frameworks available to build

DSs. Rule-based approaches, such as AIML [3] and

VoiceXML,
2

enable the DSs to provide very accurate re-

sponses, a critical feature in educational contexts. How-

ever, they typically demonstrate limited Natural Lan-

guage Understanding (NLU), as highlighted in one of our

previous works [4]. Alternatively, modular systems, such

as the GUS architecture [5], emphasize understanding

user utterances by identifying user intent and populating

slot frames with information extracted from those utter-

ances. The main challenge for this type of framework

lies in the need for annotated dialog examples with la-

beled slots. End-to-end systems, such as large language

models (LLMs), have emerged in recent years as the most

popular approach for building DSs, largely due to their

ease of use via prompt engineering. Nonetheless, these

LLMs face two significant issues that impact their reli-

ability in critical domains like education: (i) the pres-

ence of hallucinations in their responses and (ii) a lack

of domain-specific knowledge [6]. More recent architec-

1
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tures combine LLMs with modular architectures, such

as Retrieval-Augmented Generation (RAG) systems [7],

which integrate the text generation capabilities of LLMs

with an information retrieval module for selecting and

presenting the most relevant information to the user.

In [4], we introduced AIML+, a novel framework based

on AIML, specifically developed for building DSs to as-

sist visually impaired students in navigating graphical

structures. The use of AIML was motivated by the need

to provide accurate responses to users, although it also

revealed limitations in terms of NLU. Building on this,

and with the goal of creating a reliable system suitable for

critical domains such as education, this paper extends our

previous work by integrating LLMs into rule-based DSs,

resulting in a RAG pipeline. This work aims to improve

the often brittle NLU of traditional rule-based approaches

and to reduce hallucinations in NLG.

Specifically, our proposal employs a hybrid architec-

ture that combines: (i) an NLU module based on intent

classifier and NER to interpret user utterances; (ii) a rule-

based information retrieval module to extract relevant

information; and (iii) an LLM-based NLG module to gen-

erate the system response.

The paper is structured as follows. Section 2 reviews

related work in the field of accessible technologies and

dialog systems. Section 3 presents the proposed method-

ology. Section 5 focuses on the performance of the NLU

pipeline, Section 6 explains the Dialog Manager and Re-

trieval Layer logic, while Section 7 evaluates the genera-

tion module through both human and automatic assess-

ments. We conclude with a discussion of our findings

and future directions in Section 8.
3

2. Related Work
Accessible technologies have explored various strategies

to convey graphical information to VIP, including haptic

feedback (e.g., vibrations and touch cues) [8, 9], soni-

fication (data-to-sound mappings) [10, 11], and textual

descriptions [12, 13]. While effective in specific contexts,

these approaches often lack flexibility, interactivity, and

generalizability—particularly when dealing with com-

plex or symbolic visual content. To address these limita-

tions, DSs have been proposed as a more dynamic and

user-adaptive interface for mediating access to graphical

structures.

Early DSs often relied on hand-crafted rules to parse

user input and generate responses. AIML [3], for instance,

encodes pattern-response pairs via XML, enabling de-

terministic rule-based dialogs. Although accessible and

interpretable, these systems lack the robustness required

3
All code and experimental results are publicly available at https:

//github.com/stefa168/tesi_tln.

to handle ambiguous or context-dependent queries, es-

pecially in domains that involve structured or graphical

information.

To overcome these limitations, modern DSs increas-

ingly adopt neural NLU methods. Intent classification is

commonly modeled as a supervised classification task,

where transformer-based models such as BERT have

demonstrated state-of-the-art performance [14, 15].

Early NER systems relied on hand-crafted rules and

domain-specific features, which required significant hu-

man effort and expertise [16]. Recent advances lever-

age distributed representations, context encoders, and

tag decoders, achieving state-of-the-art results with less

manual feature engineering [17, 18]

In parallel, RAG has emerged as a prominent approach

to enabling language models to ground their responses

in external knowledge. Although initially developed for

open-domain QA and document-based tasks, its use in

structured or symbolic domains, such as graphs, is gain-

ing attention, particularly in educational or assistive set-

tings [19, 20]. However, these systems often focus on

general factual retrieval and rarely address the accessibil-

ity needs of users navigating inherently visual content.

This work builds upon the NoVAGraphS project,

which first proposed transforming non-visual access to

graphical content into a dialog-based paradigm via hand-

crafted AIML conversational systems [2]. We build on

this work by introducing a neural NLU pipeline and a

RAG component specifically tailored to the retrieval and

generation of descriptions from symbolic graph struc-

tures.

3. Methodology
We propose a modular dialog system based on

transformer-based components used for both NLU and

NLG (see Figure 1). To build the NLU module, we ex-

tended an existing resource [21] by applying both auto-

matic data augmentation and manual annotation. In this

way, we have been able to train models for both the tasks

of (1) Intent Classification and (2) Named-Entity Recogni-

tion. The output of the NLU module is then passed to the

dialog management module, a rule-based system respon-

sible for retrieving the specific information requested by

the user, referred to as retrieved evidence in this paper.

The retrieved evidence originates from structured knowl-

edge bases that, in the experimentation described below,

consists of a specific diagram. The NLG module employs

a prompt built by the Dialog Manager to generate from

LLMs natural and contextually relevant responses by

leveraging both the current user intent and the retrieved

evidence.

Given our task-based approach, we focus on dialogs

about Finite State Automata (FSA) as a specific case study.

https://github.com/stefa168/tesi_tln
https://github.com/stefa168/tesi_tln


Dialog Manager Retrieval Layer

Automata
KB

NLG-LLM
System Output

User Input Intent + NE

Query Signature

Retrieved
Evidence

Intent Classifier

Named-Entity
Recognizer

Is there a state called 's9' in
the automaton?

Intent = state.existence
Entities = [(NODE, 's9')]

node s9 existence

false

There is no node called "s9"
in the automaton.

Prompt with 
User Input +
Retrieved
Evidence

Query
A.exists_node(s9)

NEURAL-NLU

Figure 1: The user input is first processed by the Neural NLU module, which performs intent classification and named-entity
recognition. The Dialog Manager then generates a query for the Retrieval Layer, which interrogates the Automaton Knowledge
Base (KB) and returns the relevant evidence. This retrieved evidence, together with the original user input, is used to prompt
the LLM-based NLG module, which generates a natural language response.

FSA are mathematical models of computation typically

taught in computer science degree programs which are

often represented as structured graphs. They are formally

defined as a quintuple consisting of: (1) a finite set of

states𝑄, (2) a finite set of input symbolsΣ, (3) a transition

function 𝛿 : 𝑄×Σ → 𝑄 that maps each state and input

symbol to a new state, (4) a start state 𝑞0 ∈ 𝑄, and (5) a

set of accepting (or final) states 𝐹 ⊆ 𝑄.

4. Data Collection and Annotation
To develop the NLU module, we built upon an existing re-

source, the NoVAGraphS corpus [21]. The corpus consists

of 32 human–computer conversations focused on the do-

main of FSA, comprising a total of 706 dialog turns. Since

our work focuses on understanding user input, we exclu-

sively use the 353 human utterances from the dataset.

Based on this corpus, we extended the dataset through

data augmentation techniques by using a mix of commer-

cial and open-weight LLMs, including GPT-4o, GPT-o1,

and GPT-o3.mini, as well as two locally run models,

Llama3.1 and DeepSeek R1, generating paraphrases of

the original utterances.
4

To ensure data quality, we man-

ually reviewed the synthetic utterances to verify their

correctness. In addition, we also included 100 random

off-topic questions extracted from the SQuAD 2.0 dataset

[22, 23], selected to represent out-of-domain input
5

.

The final dataset contains 1, 080 user utterances. All

utterances, both original and synthetic, were manu-

ally annotated by one of the authors—proficient in En-

glish—for both intent and entity information.

4
https://openai.com/index/hello-gpt-4o/, https://openai.

com/index/openai-o3-mini/, IntroducingOpenAIo1, https:

//ollama.com/library/deepseek-r1:8b, https://huggingface.co/

meta-llama/Llama-3.1-8B

5
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Intents We used a hierarchical labeling annotation to

better capture the specific topic of each user utterance.

The resulting dataset consists of two levels of classes:

main intents and sub-intents. Specifically, we defined 7
main intents representing the general topic of the ques-

tion (Table 1). For four of these main intents (AUTOMATON,

TRANSITION, STATE, and GRAMMAR) an additional an-

notation level, called sub-intent, was introduced. This

second level includes a total of 32 sub-intents (Table 2),

which specify the question’s more fine-grained topic de-

pending on the main intent category.

Table 1
Taxonomy of the main intents annotated in the corpus

Main Intent Description

TRANSITION
Questions concerning transitions
between states

AUTOMATON
Questions concerning the automaton
in general

STATE
Questions concerning the states of the
automaton

GRAMMAR
Questions concerning the grammar
recognized by the automaton

THEORY
Questions about general automata
theory

START
Questions that initiate interaction with
the system

OFF_TOPIC
Questions not relevant to the domain
that the system must be able to handle

Entities Entity annotation was performed using the

open-source web tool Doccano, resulting in a total of

632 labeled spans across the dataset
6

. Following the

6
https://github.com/doccano/doccano An entity is encoded as

[init-char,fin-char,type]
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Table 2
Sub intents annotated in the dataset divided by main intent.

Main Intent Sub Intent Description

AUTOMATON

DESCRIPTION General descriptions about the automaton
DESCRIPTION_BRIEF Brief general description about the automaton
DIRECTIONALITY Questions regarding whether the entire automaton is directional
LIST General information about nodes and edges
PATTERN Presence of particular patterns in the automaton
REPRESENTATION Spatial representation of the automaton

TRANSITION

COUNT Number of transitions
CYCLES Questions about loops between nodes
DESCRIPTION General descriptions about edges
EXISTENCE_BETWEEN Existence of an edge between two nodes
EXISTENCE_DIRECTED Existence of an edge from one node to another
EXISTENCE_FROM Existence of an outgoing edge from a node
EXISTENCE_INTO Existence of an incoming edge to a node
INPUT Receiving input from a node
LABEL Indication of which edges have a certain label
LIST Generic list of edges
SELF_LOOP Existence of self-cycles

STATE

COUNT Number of states
DETAILS Specific details about a state
LIST General list of states
START Which is the initial state
FINAL Existence of a final state
FINAL_COUNT Number of final states
FINAL_LIST List of final states
TRANSITIONS Connections between states

GRAMMAR

ACCEPTED Grammar accepted by the automaton
EXAMPLE_INPUT Example input accepted by the automaton
REGEX Regular expression corresponding to the automaton
SIMULATION Simulation of the automaton with user input
SYMBOLS Symbols accepted by the grammar
VALIDITY Validity of a given input
VARIATION Request for simulation on a modified automaton

annotation process, three entity classes emerged:

• INPUT: for text fragments containing inputs or

sequences of symbols. For example, in the sen-

tence “Does it only accept 1s and 0s?” there are two

entities of type INPUT: [20,21,"input"],
[27,28,"input"];

• NODE: for text fragments containing nodes or

states of the automaton. For example, in the

sentence “Is there a transition between q2 and
q0?” there are two entities of type NODE:
[30,32,"node"], [37,39,"node"];

• LANGUAGE: for text fragments containing infor-

mation about the language accepted by the au-

tomaton. For example, in the sentence “Does
the automaton accept strings over the alphabet
{0,1}?” there is one entity of type LANGUAGE:
[53,58,"language"].

5. Neural NLU
The first module of our architecture handles NLU through

a two-step pipeline: (i) Intent Classification and (ii)

Named-Entity Recognition. The goal is to extract a

structured representation of the user’s utterance by iden-

tifying the intent and the entities in the user input. For

example:

Input: “Is there a state called s9 in the automa-
ton?”
Output: {
Intent = state.existence,
Entities = [(NODE, ‘s9’)]

}

To build the NLU module, we trained two models for

Intent Classification and Named-Entity Recognition us-

ing the corpus described in Section 4, and we evaluated

them against the AIML system we proposed in [24].



(a) AIML baseline (b) BERT model

Figure 2: Confusion matrices for the AIML baseline and the fine-tuned BERT model on the main intent classification.

Intent Classification For intent classification, we fine-

tuned a BERT-base-uncasedmodel
7

for both main and

sub-intent classification. The dataset was split into 60%

training, 20% development, and 20% testing. We fine-

tuned with the following hyper-parameters: 20 epochs,

LR 2×10−5
, linear warm-up 10%, batch 16. Training was

logged with Weights & Biases. Our approach signifi-

cantly outperforms the AIML baseline, achieving a macro-

F1 score of 0.92 on main intents and 0.86 on sub-intents.

This marks a substantial improvement over AIML, which

scores only 0.33 and 0.20, respectively (see Table 3). Fig-

ure 2 compares the confusion matrices for both systems,

showing that BERT produces far fewer off-topic errors

and handles ambiguous utterances more robustly.

Table 3
Performance on main and sub-intent classification for the
fine-tuned BERT model and the AIML baseline (↑ higher is
better).

Model Main Intent F1 Sub-intent F1 NER

BERT (ours) 0.92 0.86 0.92
AIML baseline 0.33 0.20 -

Named Entity Recognition NER is handled using a

simplified spaCy v3 pipeline that exclusively employs the

NER component on top of a blank model,
8

fine-tuned on

our annotated dataset with the same data split (60/20/20).

The pipeline is based on the transformer architecture [25]

and identifies domain-specific entities such as states,

transitions and input strings. It achieves an F1-

score of 0.92 on the test set (see Table 3).

7
https://huggingface.co/google-bert/bert-base-uncased

8
https://spacy.io/usage/v3

6. Dialog Manager and Retrieval
Layer

The Dialog Manager is responsible for orchestrating the

interaction flow by interpreting the NLU output and coor-

dinating the appropriate system response. This involves

analyzing the classified intent and any associated enti-

ties, and invoking the corresponding function from the

Retrieval Layer.

The Retrieval Layer is activated whenever the recog-

nized intent is relevant to the domain, thus neither START
nor OFF TOPIC. Indeed, START typically triggers a wel-

come message, while OFF TOPIC handles inputs outside

the system’s scope. Since these cases do not require ac-

cess to the automaton’s knowledge, retrieval is skipped.

For domain-specific intents (e.g., checking the exis-

tence of a state), the Dialog Manager uses a rule-based

system that maps intent–entity pairs to specific queries.

This design ensures transparency and precise control

over system behavior. For instance, when the intent

is state.existence and the entity is a node identi-

fier like ‘s9’, the Dialog Manager calls the function

exists_node(‘s9’). This function queries the under-

lying automaton representation to determine whether

the specified node exists. The automaton is stored in a

Knowledge Base (KB) constructed using the NetworkX

Python library,
9

which allows efficient graph manipu-

lation. The automaton’s structure is serialized in DOT

format, a standard for graph description, and visualized

using Graphviz.
10

The Retrieval Layer then returns a structured output

(e.g. false, if the node is not found), which is passed to

the NLG module for the generation of the final response.

9
https://networkx.org/

10
https://graphviz.org/
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7. LLM-based NLG
For the NLG module, we adopt a prompting strategy

based on LLMs that uses both the user input and the

output of the Dialog Manager to generate contextually

relevant and accurate responses. This technique is widely

adopted in RAG systems [7], as it enables the model to

ground its answers in retrieved evidence, reducing hallu-

cinations and increasing factual accuracy. Our prompt

template drives the model to act as a domain-specific ex-

pert — in this case, for finite state automata — instructing

it to use only the retrieved data without introducing ex-

traneous information or explicit references to the source.

This approach helps maintain concise, focused answers

that avoid potential confusion or unverifiable content.

System prompt:
"You are a helpful assistant expert
in finite state automata.
Answer the question given by the
user using the retrieved data,
using plain text only. Avoid
referring to the data directly;
there is no need to provide any
additional information.
Keep the answer concise and short,
and avoid using any additional
information not provided.
The system has retrieved the
following data:
{Retrieved Evidence}
The user has asked the following
question:
{User Input}"

We evaluate this module by comparing five LLMs

with different characteristics: two commercial mod-

els, GPT-4o and GPT-o3-mini, and three open-

weight models, DeepSeek-r1-8B, Gemma2-9B, and

LLaMA3.1-8B.
11

To assess the quality of the generated answers, we con-

ducted a human evaluation using the FactGenie platform

[26]. A group of 12 volunteer annotators labeled each

generation according to four error categories defined by

the taxonomy in Kasner and Dusek [27]. In particular:

INCORRECT indicates that the text contradicts the data;

NOT-CHECKABLE means the information cannot be veri-

fied; MISLEADING refers to text that is deceptive given

the context or omits crucial information; and OTHER in-

cludes problematic cases that do not fit into the other

categories. In addition to human annotation, we also

performed automatic labeling using GPT-4.5
12

(LLM-as-

11
https://openai.com/index/hello-gpt-4o/, https://openai.com/index/

openai-o3-mini/, https://ollama.com/library/deepseek-r1:8b,

https://huggingface.co/google/gemma-2-9b, https://huggingface.

co/meta-llama/Llama-3.1-8B

12
https://openai.com/index/introducing-gpt-4-5/

a-Judge), applying the same error taxonomy. The anno-

tator pool included 8 students from the Department of

Computer Science, 2 with an engineering background,

and 2 from the Departments of History and Biology. The

average age was 28, with a range from 21 to 68 years.

Each annotator evaluated a subset of the responses, with

overlapping assignments to ensure that all 75 generated

answers were reviewed by multiple judges.

Table 4
Average percentage of answers containing at least one la-
beled error, computed by aggregating the four error categories
(INCORRECT, NOT-CHECKABLE, MISLEADING, OTHER). Lower
values indicate better performance.

Generator Human error ↓ GPT-4.5 error ↓

GPT-o3-mini 7.3 6.6
GPT-4o 8.7 7.1
DeepSeek-r1-8B 26.7 13.3
Gemma2-9B 33.3 26.7
LLaMA3.1-8B 46.7 33.3

Table 4 summarizes the aggregated error rates across

the four categories, demonstrating that GPT-o3-mini
consistently achieves the lowest error rates under both

human and GPT-4.5 evaluation. Among the open-weight

models, DeepSeek-r1-8B shows the most competitive

performance, outperforming other open models by a sub-

stantial margin. These results highlight the effectiveness

of the prompting strategy in generating accurate and

reliable responses grounded in retrieved data.

In addition to the error-based evaluation, we intro-

duced four qualitative dimensions to assess the over-

all quality of the interactions: CLARITY, USEFULNESS,

OVERALL APPRECIATION, and FACTUAL ACCURACY.

These dimensions offer a more holistic perspective on

the responses, going beyond binary correctness.

• CLARITY: whether the response is understand-

able and well-structured;

• USEFULNESS: whether the response is helpful

and provides relevant information;

• OVERALL APPRECIATION: whether the response

is perceived as satisfactory or positively received

by the annotator;

• FACTUAL ACCURACY: whether the response is

entirely correct and free from factual errors.

The same group of 12 human annotators performed

labeling according to these dimensions.

Table 5 shows that GPT-o3-mini receives the most

favorable user judgments across all dimensions. Among

open-weight models, DeepSeek-r1-8B is the most pos-

itively rated, while LLaMA3.1-8B and Gemma2-9B re-

ceive consistently lower preferences from annotators.

https://openai.com/index/hello-gpt-4o/
https://openai.com/index/openai-o3-mini/
https://openai.com/index/openai-o3-mini/
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Table 5
Percentage of answers regarding how they were perceived by
human annotators. Arrows indicate the direction of better
results (↓ lower is better, ↑ higher is better). Abbreviations:
CL = clarity, US = usefulness, OA = overall appreciation, FA =
factual accuracy.

Model CL ↑ US ↑ OA ↑ FA ↑

GPT-o3-mini 92.7 98.0 95.3 98.7
GPT-4o 86.0 90.0 86.7 90.0
DeepSeek-r1 8B 69.3 82.0 68.0 70.0
LLaMA3.1 8B 63.3 68.0 58.0 71.3
Gemma2 9B 56.0 58.7 36.7 66.0

8. Conclusions
This work presents a significant advancement over previ-

ous systems aimed at the exploration of graphical struc-

tures, by proposing a hybrid modular architecture that

integrates NLU and NLG techniques based on Transform-

ers and LLMs. The implemented DS addresses several

key limitations of rule-based DSs, such as rigid pattern

matching, limited context handling, and difficulties in

interacting with external data sources.

Compared to AIML, our system stands out for its

greater expressive flexibility and its ability to adapt to

complex conversational flows, thanks to a more artic-

ulated dialog management mechanism. The introduc-

tion of a neural classifier for intent recognition, along

with a spaCy-based NER module, has substantially im-

proved the robustness of natural language understanding,

achieving F1 scores above 90% for both Intent Classi-

fication and NER. Moreover, the RAG component has

significantly reduced hallucinations and ambiguity in

generation, providing contextually accurate responses

that are well-grounded in structured data.

The results demonstrate that a hybrid and modular

approach can ensure accessibility, reliability, and con-

trol—fundamental features for the adoption of DSs in

educational and assistive contexts. Our framework there-

fore represents a concrete step toward more interpretable,

adaptable, and user-centered intelligent DSs. In future

works we plan to evaluate the complete system with blind

people.

9. Limitations
While the system shows strengths in modularity, accu-

racy, and integration of LLMs, a significant limitation per-

sists: its accessibility has yet to be validated with learners.

Although designed with accessibility in mind, the sys-

tem’s real-world effectiveness and usability—especially

for visually impaired individuals interacting with graphi-

cal content—remain untested. Conducting a structured

evaluation with these target users is crucial to determine

its pedagogical impact and practical usability.
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