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Abstract
Although raw textual data in the legal domain is abundant, making it easy to collect large amounts of material from several

sources, structured and annotated data needed to fine-tune machine learning models is limited and difficult to obtain. Creating

human-annotated datasets is both time- and money-consuming, which often makes impractical to get quality data to train

machines on various legal language tasks. AI models such as Large Language Models (LLMs) are becoming appealing to

generate synthetic data, judge model responses, and annotate textual information, so to cope with such shortcomings. In this

work, we wish to evaluate the applicability of LLMs for the automatic generation of a dataset of legal query-passage pairs to

train retrieval systems. Indeed, Legal Information Retrieval (LIR) has been crucial for the creation of robust search systems for

legal documents and is now gaining new importance in the context of the Retrieval Augmented Generation (RAG) framework,

which is becoming a widespread tool to cope with LLMs hallucinating behaviours. Our goal is to test the feasibility of building

a query-passage dataset in which the queries are generated by an LLM about real textual passages and assess the reliability

of such a process in terms of the generation of hallucination-free data points in a delicate domain, as the legal one. We do

so in a two-step pipeline spelt out as follows: i) we use the Italian Civil Code as a source of self-contained, semantically

coherent legal textual passages and ask the model to generate hypothetical questions on them; ii) we use the LLM itself to

judge the coherence of the questions to spot those inconsistent with the passage. We then select a random subset of the

question-passage pairs and ask humans to evaluate them. Finally, we compare human and model evaluations on the randomly

selected subset. We show that the model generates many questions easily, and while it lags behind humans when evaluating

the appropriateness of the generated questions with respect to the reference passages in zero-shot settings, it substantially

reduces the gap with human judgements when only two examples are provided.
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1. Introduction
In recent years, we have witnessed great advancements

in the field of Artificial Intelligence (AI), in particular in

its sub-domain of Natural Language Processing (NLP).

The advent of Large Language Models (LLMs), especially

on the wave initiated by the GPT family [1, 2], has revo-

lutionised the way we produce, understand, and manipu-

late textual content. This revolution has permeated all

domains, and the legal field is no exception. Indeed, NLP

for legal applications is spreading and is gaining a core

role in the discussion about the integration of AI into

legal practice. However, due to its high degree of spe-

cialization, the intellectual complexity of legal tasks, and

the technical specificity of its language, the legal domain

— similarly to other specialized fields — has progressed
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more slowly toward a mature integration of language

technologies. Despite the vast volume of textual material

generated daily by legal practitioners, the field still faces

a significant shortage of machine-readable and annotated

resources needed to train and fine-tune AI systems for

Legal NLP (LNLP) tasks — a process that is complex and

presents numerous challenges [3]. The lack of data en-

compasses all the devisable LNLP tasks. In this work,

we focus on data formats necessary to train systems to

perform Legal Information Retrieval (LIR) tasks. LIR is

a crucial task in the field of LNLP, primarily concerned

with retrieving relevant documents in response to a given

textual query. A typical application scenario involves a

system capable of identifying and returning pertinent

legal documents based on a user’s question. To effec-

tively perform this task, it is essential to train models

on in-domain data—specifically, question-passage pairs

derived from legal documents and expressed in legal lan-

guage—in order to address domain shifts [4]. However,

building such datasets purely through human annota-

tion is both extremely time-consuming and costly as it

requires coming up with questions and associate them

with relevant documents that may be used to answer

those questions. To cope with such shortcomings, syn-
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thetic data generation and annotation through LLMs is

arising as a promising strategy and it is now being ex-

plored within the legal domain as well. Despite its ease,

the increasing application of LLMs to generate synthetic

data calls for a major assessment of their reliability and

real applicability for the task at hand.

This paper aims to answer the following research ques-

tion: “How reliable are automated methods for generat-

ing and evaluating semi-synthetic datasets in the context

of Legal Information Retrieval?" In turn, the motivation

behind this question is two-fold. On the one hand, we

want to generate a dataset that can be used to train ma-

chine learning systems to perform the task of LIR. On the

other hand, we aim to assess the feasibility of this process

by evaluating the reliability of using a state-of-the-art

LLM both to generate questions and to assess their rele-

vance to reference text passages, as well as the efficiency

of this approach in terms of time and cost. We consider

this process as a proxy to evaluate the model’s ability to

understand legal texts at a basic level, since formulating a

good question is an index of the degree of understanding

reached by the system formulating that question.

To this end, we integrate two established paradigms

of LLMs applications: (i) synthetic data generation[5, 6],

employed to automatically construct the dataset, and (ii)

LLM-as-a-judge[7], used to evaluate and filter out noisy

or inaccurate outputs. Specifically, we apply a multi-

step strategy involving a state-of-the-art LLM, namely

GPT4-o, to generate questions on articles of the Italian

Civil Code and evaluate whether the generated questions

are answerable by reading the reference article text. We

subsequently sample subsets of the generated questions

at random and have them evaluated by human annotators

using the same criteria as the model, in order to compare

the results of automatic and manual evaluation. In that

way, we estimate both the question-generation abilities of

the LLM and its self-evaluation ability, both of which are

crucial for assessing the feasibility of fully automating the

process of creating a legal question-answering dataset.

Given the aforementioned lack of datasets to train

machine learning models for tasks related to the legal

domain and the costs related to manually annotating

corpora from the ground up, integrating LLMs in the

process of dataset creation is nowadays a promising ap-

proach. This work contributes to the understanding of

how much we can rely on state-of-the-art LLMs to gener-

ate synthetic textual data that are free from hallucinations

and that may actually be useful in practical downstream

tasks, particularly focusing on the generation of question-

passage pairs to be used to train retriever models for LIR

and RAG in the legal domain. This aspect is particularly

important for low-resource languages and vertical do-

mains, where annotated data is especially scarce. We

found that not only the model’s performance on generat-

ing questions is pretty remarkable in terms of quantity,

but it can be almost as good as human judges in the self-

evaluation task in 2-shot settings, though it lags behind

humans when a 0-shot prompt is used.
1

2. Related Works
Our work falls in between two paradigms that are be-

coming standard practice in the NLP community, that is

synthetic data generation and LLM-as-a-judge. As

such it is related to a number of works in both those lines

of research.

Synthetic Data – Making use of LLMs to generate

synthetic datasets is becoming commonplace among NLP

practitioners at different stages of the data lifecycle, from

generation to curation and evaluation [8]. For example,

the Huggingface team has recently released a Python

library to automatically generate evaluation benchmarks

using LLMs [9]. They implement a protocol they call

Document-Evaluation-Generation, dubbed as DG2E. This

is relevant to our work, as this framework allows the

generation of domain-specific, tailored evaluation bench-

marks. However, they used a far more complex strategy,

involving multiple LLMs and focusing on the creation

of evaluation questionnaires, while we are interested

in applying LLMs to generate questions to construct a

domain-specific retrieval dataset.

Several relevant works have explored the possibility of

generating synthetic questions to build retrieval datasets,

either involving LLMs or not. Wang et al. [10] proposed

Generative Pseudo Labelling (GPL) to build unsupervised

datasets for retrieval, using the encoder-decoder model

T5 [11] to generate queries and a cross-encoder to as-

sign pseudo-labels. Ma et al. [12] makes use of synthetic

question generation to enhance the zero-shot retrieval

abilities of models in target domains. Meng et al. [13]

implemented a framework called Augtriever, with which

synthetic pseudo-queries are generated by both extract-

ing salient spans from the target reference passage and

using NLP text-generation trained on other tasks, such as

text summarisation. Tong et al. [14] have applied LLMs

to generate synthetic questions to train retrieval models

in a protocol they dubbed IGFT (iterative Generation Fil-

tering and Tuning), consisting of iterating the three steps

of generating, filtering and tuning synthetic questions

to cope with low-quality generated data. Bonifacio et al.

[15] leveraged LLMs few-shot generation abilities to build

domain-specific synthetic datasets which they used to

fine-tune retrievers reported to outperform strong stan-

dard baselines trained on data obtained by supervised

annotation. Saad-Falcon et al. [16] implements a pipeline

of synthetic question generation involving LLMs to build

retrieval datasets tailored to target low-resource domains.

1
Code and the data available at https://github.com/aittam9/cc_qa



LLM-as-a-judge/annotator – LLMs have been re-

cently involved in the process of both annotating data

and evaluating model-generated responses. Aldeen et al.

[17] evaluates the performance of ChatGPT in annotat-

ing texts comparing it with those of human annotators.

Savelka [18] use GPT to semantically annotate legal texts

in a zero-shot fashion. Wang et al. [19] deploy a human-

LLM collaborative protocol for data annotation.

More broadly, LLMs have been used as judges in a vari-

ety of works that are relevant to ours, both for the meth-

ods employed and the aims pursued. For example, Sun

et al. [20] uses LLMs to judge if a the knowledge retrieved

as a triplet from s graph is sufficient to answer a given

question. Bavaresco et al. [21] tested LLMs as judges on

20 tasks, comparing their judgements with human ones

through Spearman’s correlation [22] for graded scores

and Cohen’s 𝑘 annotator agreement [23] for categori-

cal ones. We refer to Gu et al. [24] for a comprehensive

overview of works that have adapted the LLM-as-a-judge

paradigm in several ways.

Although a variety of works have addressed the prob-

lem of augmenting data for IR through synthetic question

generation, to the best of our knowledge, a gap exists

both for the Italian language and the Italian legal do-

main. The same holds for the application of an LLMs as a

judge/annotator to evaluate and label data points to build

a dataset for LIR. The contribution of our work resides

precisely within that frame.

3. Data and Model
Data. We used articles from the Italian Civil Code (ICC)

as our source data in order to take advantage of it as a

source of short, self-contained and semantically coher-

ent texts. We extracted the articles from the publicly

available copy of the ICC offered in Wikisource
2

and

saved them as textual passages in plain text. In doing so,

we removed all the code meta-textual macro-structure

information (Capi, Titoli, Sezioni) except for the division

in books. We discarded the repealed articles as well as

some ill-extracted ones before cleaning and preprocess-

ing the remaining. This process of filtering, cleaning and

preprocessing left us with 2927 textual passages. It has

to be noted that we considered the Italian Civil Code as

a mine of legal textual passages, and our aim was not to

model its content or its structure, but to have a reliable

source of short legal passages.

Model. We used GPT4-o, an enhanced version of the

GPT4 model released by OpenAI [25], accessed through

the Python API endpoint.
3

Because it is a proprietary

model, details about its technical specifications, architec-

ture, parameters, and the like have not been disclosed to

2
https://it.wikisource.org/wiki/Codice_civile
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https://platform.openai.com/docs/overview.

the public.

4. Methodology
Questions Generation. After the data pre-processing

and cleaning, we asked GPT4-o to generate questions for

each ICC article, treated as a simple text passage. We

adapted the number of questions to be asked to the model

on the basis of the length of the input article in terms of

sentences. To do so, we used the tokenizer of the Spacy

Python library
4

to split the articles into sentences. As the

Spacy tokenizer is not trained to operate on texts from

specific domains, such as the legal one, we customized

the standard tokenizer by integrating a long list of ab-

breviations obtained by expanding those in [26]. In that

way, the tokenizer can recognize frequent acronyms pat-

terns like c.c. or art. and have a better understanding

of the sentence boundaries. To meaningfully relate the

number of generated questions to the article length, we

applied a simple heuristic by which we asked the model

to generate a number of questions equal to the number

of sentences compsing the article. To avoid excessively

noisy generations, we set 8 as the maximum number

of questions for the longest articles, if those exceed the

length of 8 sentences.

More formally, we take all the articles in the ICC to be

a collection of passages 𝑃 and for any passage 𝑝 ∈ 𝑃 we

asked the model 𝑀 to generate a set of passage-related

queries q𝑝 = {𝑞𝑝𝑖 ...𝑞
𝑝
𝑛} where 𝑛 = 𝑚𝑖𝑛(𝑙𝑒𝑛(𝑝), 8) and

the length is computed in terms of number of sentences.

Then we obtain the total number of queries for all the

passages 𝑄𝑃 , from the union of all the sets of generated

queries as 𝑄𝑃 =
⋃︀

𝑝∈𝑃 q𝑝
.

Figure 1 shows the prompt used to generate the ques-

tions.

###ISTRUZIONI###:

Sei un esperto in materia di giurisprudenza. Formula {N} domande possibili

a partire dal seguente Testo. Le domande devono strettamente riguardare il

contenuto del testo e null’altro. Restituisci esclusivamente le domande e

null’altro. Numera ogni domanda formulata.

###Testo###

{INPUT TEXT}

Figure 1: Prompt used to generate questions

Automatic Questions Evaluation. In a second step,

we provided the model with each article paired with

the questions it had generated initially and asked it to

evaluate whether the answer to each question could be

found within the corresponding textual passage. The

model was instructed to produce a binary output to fa-

cilitate efficient parsing in subsequent evaluation stages.

Specifically, the model assigned one of two labels to each

4
https://spacy.io/



question–passage pair: “SI” for a positive match, indicat-

ing the answer is present, and “NO” for a negative match,

indicating it is absent. The question, passage, and instruc-

tions were formatted into the prompt illustrated in Figure

2. Therefore, given a pair consisting of a passage 𝑝 ∈ 𝑃 ,

a related question 𝑞𝑝 ∈ q𝑝
generated in the previous

step, and a general template prompt 𝑡 shown in Figure 2,

we built a prompt 𝑡𝑝𝑞 for each passage-question pair. The

model 𝑀 had to determine if 𝑝 contains the necessary

information to answer 𝑞𝑝, which basically translates into

the model performing a binary classification task over

the prompt 𝑡𝑝𝑞 , as shown in 1.

𝑀(𝑡𝑝𝑞) =

{︂
𝑆𝐼, if 𝑝 answers 𝑞
𝑁𝑂, otherwise

(1)

###ISTRUZIONI###

Sei un esperto in giurisprudenza. Di seguito ti verranno mostrati un testo

e una domanda. Il tuo compito è stabilire se la risposta alla domanda è

contenuta nel testo. Puoi utilizzare solo i seguenti due OUTPUT validi:

["SI", "NO"]. L’OUTPUT è "SI" se la risposta alla domanda è contenuta nel

testo. L’OUTPUT è "NO" se la risposta alla domanda non è contenuta nel

testo. Per poter dire "SI" la risposta alla domanda deve essere strettamente e

chiaramente nel testo. Restituisci solamente "SI" o "NO" e null’altro.

###TESTO###

{text}

###DOMANDA###

{query}

Figure 2: Prompt used to evaluate questions

We replicate the automatic evaluation on a random

subset used to perform the manual evaluation (see below),

this time using a 2-shot prompt technique, in which we

provided the model with one correct and one incorrect

example.

Manual Evaluation. We randomly selected a sample

of the generated questions and asked human judges to

evaluate whether the answer to the question could be

found inside the textual passage (article). Specifically, we

randomised the data on two levels. Firstly, we shuffled the

whole set of pairs composed of generated questions and

reference texts. Secondly, we split the shuffled dataset

into subsets of 100 samples each and randomly chose

subsets to be annotated by human judges.

We distributed one randomly-selected subset per an-

notator with no overlap of annotators on the same sets.

In that way, we have been able to divide the workload for

annotators, asking a single person to annotate samples of

100 items. We estimated that around one hour is required

to annotate a sample of that size. All the annotators had

an education level of a master’s degree or above. They

were personally instructed by one of the authors and pre-

sented with a Google form providing further instructions

and the question-passage pairs to evaluate. The Google

Forms have been automatically generated using the Type-

Script extension from Google Sheets
5

. We have been able

to collect manual annotations for 12 random samples

of 100 entries each, for a total of 1200 question-passage

pairs. Each question-passage pair to be evaluated has

been presented to the annotators as as shown in Figure

3. In this way, the human annotators had to perform the

same binary classification task as the model, as illustrated

in the previous paragraph, so that 1 can be turned into 2,

where 𝐻 indicate the human performing the task.

𝐻(𝑡𝑝𝑞) =

{︂
𝑆𝐼, if 𝑝 answers 𝑞
𝑁𝑂, otherwise

(2)

Figure 3: Example question as shown to the human annota-

tors in the google form.

Evaluation cross-comparison. As a last step, we

compared the manual and automatic evaluations on the

portion we sampled for human annotators. In addition

with the 0-shot evaluation already conducted on the

whole dataset, we also performed a 2-shot automatic eval-

uation on the random subsets to have a more comprehen-

sive picture of model’s possible performance. Firstly, we

simply compared the outputs of the model’s evaluation

and human evaluation, counting the respective values,

that is, how many positive and negative judgments have

been provided by each method. Secondly, we treated

the human annotation as a gold standard and used it to

assess model performance by computing standard ma-

chine learning classification metrics such as Precision,

Recall and F1, thus having a more nuanced and faithful

picture of the relation between human and model evalu-

ations. The primary objective of this step is to evaluate

the extent to which the model’s judgments, align with

human judgments, across all prompts in the randomly se-

lected subsets, considering both zero-shot and two-shot

settings.

5. Results

5.1. Generation
The results statistics for the first experiment, that is the

generation step, are shown in the Table 1:

5
This task has been performed with the aid of an LLM.



Book Input
Articles

Generated
Questions

Generation
Rate

1 392 1115 2.84

2 345 874 2.53

3 359 949 2.64

4 888 2116 2.38

5 623 2132 3.42

6 320 890 2.78

ICC (all) 2927 8076 2.7

Table 1
Statistics of the generated questions across ICC books.

As shown, the model demonstrates strong proficiency

in generating questions for each article in terms of quan-

tity, with an average of approximately 3 questions per

article, ranging from 2.38 to 3.42 across books. Given a

total of 2,927 input articles, the model generated 8,076

questions, effectively doubling or tripling the length of

each book.

5.2. Automatic Self-Evaluation
Next, we examine the results of the auto evaluation per-

formed by the model itself and regarding the quality of

the generated questions with respect to the input refer-

ence text. Figure 4 shows the distribution of the positive

and negative values assigned by the model to each pair

of generated questions and reference article text. The

values are respectively represented by the labels SI and

NO as required by the prompt shown in the previous

section in Figure 2, and their distribution is computed

per ICC book. In this phase, the model assigned the pos-

itive label SI to a total of 5369 question-passage pairs,

while judging 2692 pairs as negative, which were labelled

with NO. Additionally, the model failed to provide a le-

gitimate answer (SI or NO), thus failing to follow the

instructions written in the prompt in 15 cases. Overall,

the model judged as relevant to the reference article 66%

of the questions, thus interpreting as correct only 2/3 of

its own generations.

Figure 4: Distribution of labels assigned by the model in the

self-evaluation step.

Figure 5: Distribution of labels assigned by humans on the

selected random subsets.

Eval Mode Pos. (SI) Neg. (NO) Pos. ratio
Human 1036 164 0.86
Model-0shot 792 408 0.66

Model-2shot 982 218 0.82

Table 2
Distribution of questions considered as correct (SI) and incor-

rect (NO) in the aggregated random subsets across evaluation

modalities.

5.3. Manual Evaluation
As introduced in the previous section, we randomly se-

lected a subset of the generated questions and asked

human evaluators to judge if a question would be good

for a given reference passage, thus eliciting the same type

of binary judgment obtained by prompting GPT4-o. We

did so for 12 sub-sets of data each containing 100 items,

for a total of 1200 items. As can be seen from Figure 5,

human annotators assigned far more positive labels than

negative, as the model itself already did in the zero-shot

settings, but with an even greater gap between the two

classes, for a total of 1036 (86%) positive labels against

164 (14%) negative ones. The manual evaluation on the

random sample seems to point out that the majority of

questions generated by the model are, on average, correct

with respect to the related text passage.

5.4. Cross Evaluation
We ran a cross-analyisis between Human and Model

evaluations. As for the latter, we use the zero-shot eval-

uations previously performed on the whole generated

dataset, as well as a new set of 2-shots evaluations elicited

for the random subsets assigned to humans. In that way,

we could compare Human evaluations against two type

of model evaluations, namely Model-0shot and Model-

2shot. As shown in Table 2, human evaluations assigned

the most positive labels (86%), closely followed by the

Model-2shot (82%), while Model-0shot evaluations lag

behind both (66%). In fact, when the model is prompted

with no example provided, its evaluations display a gap

of around 18-20% compared to the other two modalities.

It should be stressed that in that case positive and negative
do not necessarily correspond to correct and incorrect,



Average P R F1

H@M-0shot

Macro 0.62 0.72 0.62

Weigthed 0.85 0.72 0.76

H@M-2shot

Macro 0.70 0.75 0.72

Weigthed 0.87 0.85 0.86

Table 3
Classification metrics between human (H) evaluations and

model (M) evaluations at 0- and 2-shots respectively.

but to how an evaluator, human or artificial, has con-

sidered the input pair. So, at this stage the comparison

between human annotators and the model is more on

the dimension of the propensity to assign positive val-

ues to the analysed pairs rather than on judging correct

responses.

Therefore, we then analysed how the model evalua-

tions performed against the human ones, using the latter

as the gold standard, in order to have a more meaning-

ful comparison between Human and Model evaluations.

As previously stated (see above Section 4), the evalua-

tion task can be formalised as a binary classification task.

Therefore, we computed classical machine learing met-

rics such as Precision, Recall and F1 between human and

model annotations. Again, we did so for model’s evalu-

ations elicited in 0-shot and 2-shot settings. Results are

shown in Table 3.

As expected, given the previous comparisons, the F1

score obtained between Human and Model-0shot is

modest (76%). This is a confirmation of the tendency

of the model to underestimate the correctness of the

generated questions when prompted with no example

whatsoever. This led the model to mislabel lots of items,

favouring negative labels, hence leading to a problem of

false negatives, as already guessable in previous analysis.

While the percentage of false positives assigned by the

model is much lower.

On the other hand, the F1 improved of 10 points (86%)

when Model-2shot evaluations are used, substantially

levelling the false negatives problem emerged in the 0-

shot evaluation. In other words, as it is further summed-

up in the confusion matrices shown below in Figure 6,

much of the discrepancy between the two evaluation set-

tings depends on the GPT4-o underestimating the good-

ness of its own generations when the evaluation is led

with no examples provided, failing to correctly match a

huge number of pairs in which the question and refer-

ence article text were positively related. On the contrary,

with just one correct and one incorrect examples, the

model evaluations align with humans one significantly

better.

Figure 6: Confusion matrices between Human evaluations

and Model-0shot and Model-2shot respectively.

6. Discussion
We have performed a series of experiments to assess the

ability of GPT4-o to generate pertinent legal questions

in relation to articles of the Italian Civil Code. We first

prompted the LLM to generate the questions, then asked

the model itself to judge their goodness, adopting a bi-

nary labelling schema. In parallel, we sampled a subset

of the generated questions and asked humans to judge

their quality with respect to the reference text they were

generated from, using the same schema adopted for the

model. Next, we compared the kind of evaluation, the

automatic made by the model, and the manual performed

by human annotators.

Overall, we saw that, as expected, GPT4-o has been

generally able to produce an adequate number of ques-

tions for each article, as it was stated by our heuristic,

which would allow the seamless creation of a dataset

to train models for the Legal Information Retrieval task,

which may then be integrated into Search Engines or

RAG applications. In fact, given the starting set of in-

put texts, we have been able to triple its size in terms of

generated questions.

The model’s self-evaluation phase seemed to reveal an

underestimation of the goodness of the questions by the

model itself when it is prompted to perform the task in

0-shots settings. The model judged only 66% of the ques-

tions as pertinent to their respective reference text when

no example is provieded, initially leading us to think

that while it is very good at generating, it underperforms

when it comes to evaluating, even though the evaluation

concerns its own generated texts. On the other hand,

the model has been able to close the gap with human

judges in positively evaluating question-passage pairs

from a difference of 20% to only 4% when provided with

a correct and an incorrect example. While the 0-shot

settings underlined a substantial problem of false nega-

tives, this has been substantially reduced in the 2-shot

settings. The results show that an SOTA LLM can be



seamlessly used to generate legal content-related ques-

tions. It can hardly compete with humans in the 0-shot

evaluation of the quality of the same questions with re-

spect to their reference passage, but can better mimic

human performance when provided with a negligible

number of examples. Overall, all the above hints suggest

that using LLMs to cope with the shortage of annotated

resources to train machine learning models in the legal

domain is an asset worth putting into practice. As stated

in previous sections, we used the LLM as a generator to

produce questions and as a judge to evaluate the good-

ness of its own generations. While the LLM-as-a-judge

paradigm provides an easy and efficient way to evaluate

model responses, its value is not limited to that. Indeed,

we can readapt model evaluations and consider them as

annotations, with no need to discard incorrect questions,

which can be used as negative labels of the generated

dataset.

7. Limitations and Future
Directions

Some limitations of the present work need to be noted.

First of all, we used a proprietary model. While this

choice is apt to our purpose and data, using a closed-

source closed-access model implies not being able to pre-

cisely define the engine being used, which can undergo

updates or modifications without notification. That may

hinder the reproducibility and stability of the results

across time.

On the side of question evaluation, we used a simple bi-

nary approach aiming at identifying whether a question

could be answered with the information provided in the

document from which it has been generated. While this

is straightforward and seamless to implement, it does not

allow a more nuanced assessment of the quality of the

questions. Therefore, future work is reserved to refining

the evaluation approach to introduce additional criteria

to assess the quality of a question other than simple an-

swerability (e.g. fluency, ambiguity and the alike). Also,

due to resource constraints, we distributed the random

samples for the manual evaluation among annotators, as-

signing a single sample to each one, without overlapping.

This made it impossible to assess the soundness of the an-

notations by computing annotators’ agreement measures.

In the future, we plan to widen the number of annotated

items as well as the pool of annotators, in order to obtain

a stronger and more faithful gold standard.

Lastly, in this work, we focused solely on the Italian

Civil Code, from which we derived more than 8000 train-

ing inputs. Despite being a robust starting point, we are

planning to extend the strategy to other Italian Codes,

like the Penal Code, in order to both extend the dataset

quantitatively and add greater linguistic and conceptual

variation qualitatively.

8. Conclusions
In conclusion, integrating LLMs in the process of creat-

ing datasets for LNLP tasks is surely a promising and

worthwhile route, as it may have many benefits in terms

of costs and time efficiency. Indeed, we estimate that the

total cost of generating and evaluating questions with

GPT4-o is less than 30 dollars, and the amount of time

needed to perform the computational experiments is be-

tween 15 and 20 hours. These numbers suggest that the

process may be easily scalable without a great waste

of resources. Also, we showed how the model needs

at least two examples to approach the human perfor-

mance in evaluation, while substantially lagging behind

it when a 0-shot prompt is used. While manual evalua-

tion seems to still be the most faithful way to derive gold

standards, we estimated that around one hour is neces-

sary for a human to perform an evaluation on a sample

of 100 entries, which may become impractical to extend

to larger datasets. In contrast, using an LLM to both gen-

erate and judge-annotate synthetic questions seems to

be a viable alternative to fully automate the process of

generating training data for Legal Information Retrieval,

providing huge benefits in terms of money and time re-

sources, while maintaining an acceptable performance

rate, up to an unavoidable level of noise.
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