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Abstract

This paper investigates how Large Language Models (LLMs) represent the affective experiences of individuals with disabilities

on social media. We simulate posts using LLMs and compare them to authentic user-generated content in English, collected

from disability-related subreddits, focusing on sentiment, emotion, and indicators of depression. Our analysis reveals that

LLMs tend to produce overly positive and idealized portrayals, often failing to capture the complexity and nuance of disabled

individuals’ emotional expressions. These misrepresentations underscore broader concerns about the limitations of LLMs in

authentically reflecting the lived experiences of marginalized communities.
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1. Introduction

Recent studies have shown that computational models of

language, trained on real-world data, reflect and amplify

harmful societal biases, often disproportionately affect-

ing marginalized communities [1, 2, inter alia]. This can

lead to psychological harm, unhappiness, and, in some

cases, suicide attempts [3]. The increasing use of Large

Language Models (LLMs) has exacerbated the risks re-

lated to this issue, potentially spreading these represen-

tational harms further [4]. In response, researchers have

proposed methods to mitigate these biases. For example,

recent LLMs have incorporated de-biasing techniques

and AI guards (e.g., Inan et al. [5]) that block offensive

questions and adjust responses to be non-toxic and pos-

itive. However, recent work on studying the depiction

of personas from marginalized groups of LLMs indicates

that many biases are concealed even in texts containing

words with a positive sentiment, which can still offend

their sensitivities and lead to pernicious positive por-

trayals [6]. Moreover, in the specific case of disability,

excessive positivity can be counterproductive to inclu-

sion: some members of the disability community express

dissatisfaction when they are portrayed in an excessively

and pathetically positive and optimistic manner: accord-

ing to them, this form of optimism reinforces what is

known as “inspiration porn” [3, 7, 8] which has the nega-
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tive consequence of dehumanizing individuals with dis-

abilities, leading society to praise their efforts rather than

working toward tangible solutions that alleviate the of-

ten strenuous challenges they face in survival through

accessible political and social policies.

In this paper, we thus examine how current LLMs por-

tray individuals with disabilities
1

from an affective per-

spective. Specifically, we analyze the differences between

self-descriptions provided by real people with disabilities

and those generated by LLMs when simulating individu-

als with disabilities. Our focus is on assessing the senti-

ment, emotional tone, and levels of depression in these

descriptions, with the aim of understanding how authen-

tically LLMs represent the emotional experiences of peo-

ple with disabilities and identify differences and patterns

in the affective portrayal of disability in AI-generated

content.

Our work aims to deepen discussions on how LLMs

should authentically represent disability, a topic that has

received comparatively less attention in NLP literature

[3], despite the frequent discrimination faced by disabled

individuals [9, 10]. Specifically, we address the following

Research Question (RQ):

Can LLMs authentically represent the af-

fective experiences of people with disabil-

ities on social media?

Answering the above RQ, we offer the following contri-

butions:

1
In this paper, we primarily use people-first language (e.g., “peo-

ple with disabilities"), though we occasionally use identity-first

language (e.g., “disabled people", “non-disabled people") based on

sentence structure. We recognize that preferences for people-first

or identity-first language vary among individuals. we intend not to

offend or diminish anyone’s perspective.
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C1. We collected, annotated, and publicly released a

preliminary dataset of anonymized Reddit posts from

users with disabilities presenting themselves on the plat-

form. Additionally, using various LLMs, we generated

and released a dataset of artificial portrayals of individ-

uals with disabilities presenting themselves on social

media, using prompts inspired by [11]. Each post in both

datasets is automatically annotated with its most likely

primary emotions and sentiment, as well as an indication

of whether it reveals the presence of depressive patterns

in the writer.

C2. We compared web-collected posts with those gen-

erated by LLMs to study how models represent individu-

als with disabilities from an affective point of view, iden-

tifying differences between real-world and AI-generated

portrayals.

Our findings emphasize the need to expand research

on stereotypes to address both negative ones and posi-

tive idealizations, as both can harm marginalized groups.

Furthermore, the analysis of the dataset on people with

disabilities reveals significant challenges they frequently

face, often associated with negative emotions or depres-

sive symptoms, a fact already observed in literature [12].

Experiments also show that LLMs tend to minimize these

aspects when portraying people with disability and sub-

stitute them with a more socially desirable narrative.
2

2. Related Work

LLMs and Fairness. Recent advancements in LLMs

have transformed text processing and generation, in-

creasingly shaping social interactions. However, these

models can perpetuate harmful stereotypes and biases

[4], inheriting issues from uncurated internet data, such

as misrepresentations, derogatory language, and biased

associations [13, 6, 14, 1, 2]. These stereotypes dis-

proportionately affect marginalized groups, including

those based on age, race/ethnicity, gender, and disability

[15, 16, 17, 18, 19]. As awareness of these misrepresenta-

tions grows, research has focused on bias and stereotypes

evaluation, mitigation methods, and datasets to address

them [4]. However, despite 1.3 billion people living with

disabilities [20], there is limited research on stereotypes

regarding disability representation in LLMs [21, 22]. Fur-

thermore, existing datasets like BBQ [23], HolisticBias

[19], and PANDA [24] address disability representation

partially, lacking a comprehensive range of impairments

and analysis.

2
The code and the dataset are available at:

https://github.com/marcobombieri/LLM-disability-representation

Bias against people with disabilities. The represen-

tation of disability in LLMs has thus been explored only

minimally. Disability bias refers to treating individuals

with disabilities less favorably than those without in sim-

ilar circumstances or misrepresenting them with biased

associations [21]. Some studies show that hiring sys-

tems often discriminate against candidates with disabil-

ities [25, 26]. In particular, Glazko et al. [26] highlights

that even GPT-4 shows bias in suggesting job candidates.

Venkit et al. [21] and Hutchinson et al. [16] used per-

turbation sensitivity analysis [27] to identify biases in

models like BERT [28] and GPT-2 [29], finding implicit

bias against disability-related terms. [30] expanded this

research to include disability, gender, and ethnicity, while

Herold et al. [31] found BERT frames disabilities mainly

in medical terms. Recent work by Li et al. [32] suggests

newer models like GPT-3.5 and GPT-4 offer less biased

portrayals of disabilities.

LLM-based portrayals and human simulation. A

related research trend is human simulation, where LLMs

are assessed on their ability to replicate human behav-

ior, a concept introduced by the Turing Experiment [33].

This is applied to simulate behavior in various social

and political settings [34, 35] and to identify stereotypes

[11, 6]. Specifically, [36] studies how LLMs simulate

personas with different traits, highlighting challenges

in zero-shot scenarios. To address this, [37] suggests

fine-tuning LLMs using a persona description dataset

for improved personality trait representation. Our work

differs by focusing on how LLMs represent disability in

a zero-shot context, revealing oversimplifications and

stereotypes in representing disability-related emotions

and sentiments in the base model.

3. Methods

3.1. A dataset of LLMs-generated

portrayas of people with disabilities

Using a set of prompts inspired by Kambhatla et al. [11]

and Cheng et al. [6], we use three LLMs to craft social

media posts from the perspective of individuals with dis-

abilities with the goal of capturing their affective patterns.

In particular, we employ Mixtral-8B (Mixtral-8x7B In-

struct, quantized to 4 bits using GPTQ [38] due to hard-

ware limitations), GPT-4o-mini, and Gemini-1.5F (the

Flash variant). For the latter two models, we utilized their

paid APIs. The models are used with the temperature set

to 1.0 to guarantee the variability and randomness of the

responses generated.

Each prompt asks the models to introduce themselves

as an individual with a disability and share experiences

related to disability or general life experiences such as ex-

https://github.com/marcobombieri/LLM-disability-representation


[PERSON] [ACTIVITY]
P1: a person with a disability A1: sharing experiences related to your disability
P2: a person with autism A2: sharing the emotions you felt today
P3: a person with blindness A3: sharing the thoughts you had today
P4: a person with deafness A4: sharing the activities you did today
P5: a person with cerebral palsy A5: asking the community a question or suggestion
P6: a person with depression A6: commenting on today’s events

Table 1

Possible values for [PERSON] and [ACTIVITY] in our prompt template: “Imagine you are [PERSON]. Write a social media post
introducing yourself and [ACTIVITY].”

pressions of emotions, feelings, or thoughts, descriptions

of daily activities, questions for the community, requests

for suggestions, or commentary on current events, i.e.,

the typical activities a user can do on a social media plat-

form [39]. We opted to keep the prompts as general as

possible following the motivations discussed in [6], since

more detailed prompts may direct the model toward a

specific topic and introduce further stereotypes. In more

detail, all the prompts follow the template:

"Imagine you are [PERSON]. Write a post
on social media introducing yourself and
[ACTIVITY]."

where [PERSON] and [ACTIVITY] can be one of those

defined in Table 1.

The combination of P1-P6 with A1-A6 aims to generate

posts from the perspective of individuals with different

types of disabilities or impairments. Exploiting all possi-

ble combinations, we thus obtained 36 different prompts.

Each prompt is submitted 10 times to take into account

the output variability of the models, thus obtaining, for

each LLM, a collection of 360 posts of artificial portrayals

of people with disabilities. We call LLMdgpt, LLMdgem,

and LLMdmix the datasets containing the posts generated

by GPT-4o-mini, Gemini-1.5F, and Mixtral-8B, respec-

tively. In this preliminary work, we narrow our focus to

the disabilities examined in similar studies, such as [26],

resulting in six alternative options (P1–P6) for [PERSON].

3.2. A dataset of people with disabilities’

self-descriptions

In addition to the datasets described in Section 3.1, we

collected posts from six disability-related subreddits.

We began with the general subreddit r/disability3

,

which offers diverse discussions on disability-related

topics and ranks among the top 2% by size. To miti-

gate selection bias and align with the disabilities con-

sidered in Section 3.1, we added five focused subred-

3
Subreddit r/disability: https://www.reddit.com/r/disability/

[Last access: 2025-05-16]

dits: r/blind4

, r/autism5

, r/depression6

, r/deaf7

,

and r/celebralpalsy8

. These subreddits aim to foster

community and exchange among disabled individuals.

We included posts published until 2024 containing tex-

tual content, excluding empty posts or those with only

links, images, or videos. Using Mixtral-8B and the be-

low prompt, we filtered for first-person posts from users

self-identifying as disabled, excluding content from care-

givers, professionals, or others:

You are a text classifier operating on so-
cial media posts. You must classify posts
into two disjoint classes, "1" or "2". Your
answer must be in the format: "predicted-
Class;explanation," where "predictedClass"
can be "1" or "2," and "explanation" briefly
describes why you have chosen that class.
Separate "predictedClass" from "explana-
tion" with the string ";". Do not add other
text. A post belongs to class "1" if: (the
author of the post writes about himself/her-
self in the first person) AND ( the author
of the post explicitly mentions his/her own
disability/illness). A post belongs to class
"2" otherwise. Follow the post you have to
analyze:
{word}

From the filtered results, we randomly sampled 450

posts from r/disability and 220 from each of the

disability-specific subreddits. Three annotators then

manually reviewed all these posts, removing those

wrongly annotated as relevant by the LLM. The final

dataset, REDd, includes 352 posts from r/disability,

165 from r/blind, 174 from r/autism, 204 from

r/depression, 171 from r/deaf, and 183 from

r/cerebralpalsy.
9

To ensure annotation quality, 50

4
Subreddit r/blind: https://www.reddit.com/r/blind/ [Last access:

2025-05-16]

5
Subreddit r/autism: https://www.reddit.com/r/autism/

6
Subreddit r/depression: https://www.reddit.com/r/depression/

7
Subreddit r/deaf: https://www.reddit.com/r/deaf/

8
Subreddit r/cerebralpalsy: https://www.reddit.com/r/

cerebralpalsy/

9
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Dataset Description # Post Avg. Tokens

LLMdgem Dataset of posts generated by Gemini-1.5F when representing

a person with a disability.

360 243.01

LLMdgpt Dataset of posts generated by GPT-4o-mini when representing

a person with a disability.

360 221.66

LLMdmix Dataset of posts generated by Mixtral-8B when representing

a person with a disability.

360 247.97

REDd Dataset of posts of Reddit users with disabilities. 1,250 207.55

LLMd Dataset created by concatenating LLMdgem, LLMdgpt, and LLMdmix. 1,080 237.55

Table 2

Summarization of datasets collected in this paper, together with the number of posts they contain and the average number of

tokens per post.

posts were independently labeled by three annotators,

achieving a Fleiss’ Kappa of 0.875, indicating very

high agreement [40]. Table 2 summarizes the obtained

datasets and their sizes that are in line with state-of-the-

art studies [6].

3.3. Comparison metrics

To address our research question, we aim to perform a

pairwise comparison of the previously described datasets,

i.e., the LLM-generated portraits (Section 3.1) and human

descriptions from Reddit users (Section 3.2) using met-

rics descriptive of the affects of an individual. In more

detail, given two datasets, we compare them along the

dimensions described below.

Sentiment. The predominant sentiment of each post

𝑝 is computed using VADER [41], which assigns a sen-

timent score 𝑆(𝑝) ∈ [−1,+1]. Following VADER indi-

cations, a post is classified as positive if 𝑆(𝑝) > 0.05,

negative if 𝑆(𝑝) < −0.05, and neutral otherwise. For a

dataset 𝑃 = [𝑝1, . . . , 𝑝𝑁 ] of 𝑁 posts, we compute the

number of positive, negative, and neutral posts:

𝑁positive = |{𝑝𝑖 | 𝑆(𝑝𝑖) > 0.05}| ,
𝑁negative = |{𝑝𝑖 | 𝑆(𝑝𝑖) < −0.05}| ,
𝑁neutral = |{𝑝𝑖 | −0.05 <= 𝑆(𝑝𝑖) <= 0.05}| .

We then compute the relative frequency of sentiment-

loaded posts:
10

𝑃positive =
𝑁positive

𝑁
, 𝑃negative =

𝑁negative

𝑁
.

Emotions. The distribution of emotions emerging from

a dataset using the NRC Word-Emotion Association Lexi-

con (EmoLex) [42], namely anger, fear, anticipation, trust,

compile a dataset of posts by people with disabilities to support our

analysis; the LLM (78% accuracy) was used solely to assist filtering.

10
Posts with scores between −0.05 and 0.05 are considered neutral.

Since REDd is the only dataset containing neutral posts — and

only two such posts — we chose to focus the following analysis

exclusively on positive and negative posts.

surprise, sadness, joy and disgust. While EmoLex pro-

vides a valuable resource for identifying emotion-related

words, it has certain limitations. Specifically, it is based

solely on word-level counts from the lexicon. It does not

account for contextual factors such as negations, word

dependencies, or the broader semantic structure of the

text. Nevertheless, this approach remains meaningful,

allowing the consistent analysis of emotional expres-

sions across texts and providing valuable insights into

the overall emotional patterns within the dataset [43].

Let 𝑃 = {𝑝1, 𝑝2, . . . , 𝑝𝑁} represent the dataset with its

set of 𝑁 posts. For each post 𝑝𝑖, we calculate the number

of words associated with each emotion 𝑒 ∈ 𝐸, denoted

by 𝑤𝑒,𝑝𝑖 , where 𝑤𝑒,𝑝𝑖 is the number of words in post 𝑝𝑖
that are associated with emotion 𝑒. If a word is linked

to multiple emotions, all associated emotions are consid-

ered. The proportion 𝜌𝑒,𝑝𝑖 of words in post 𝑝𝑖 associated

with emotion 𝑒 is given by:

𝜌𝑒,𝑝𝑖 =
𝑤𝑒,𝑝𝑖

𝑤𝑝𝑖

where 𝑤𝑝𝑖 is the total number of words in post 𝑝𝑖 that are

linked to any emotion. At the dataset level, the average

proportion of each emotion across all posts is computed

as:

𝜌𝑒 =
1

𝑁

𝑁∑︁
𝑖=1

𝜌𝑒,𝑝𝑖 .

Depression. The indication of the presence of depres-
sion as determined by the best-performing model from

the Shared Task on Detecting Signs of Depression from
Social Media Text at LT-EDI-ACL2022 [44].

Let 𝑝𝑖,𝑙 denote the predicted depression label for a

given post 𝑝𝑖, where:

𝑝𝑖,𝑙 ∈

⎧⎨⎩ 𝑙1 = no depression,
𝑙2 = moderate depression,
𝑙3 = severe depression

⎫⎬⎭ .

To analyze the distribution of labels across the dataset,



Figure 1: Comparison of sentiment between posts from peo-

ple with disabilities (PwD) on Reddit (REDd Dataset) and

posts generated by Gemini-1.5F (LLMdgem Dataset), GPT-4o-

mini (LLMdgpt Dataset), and Mixtral-8B (LLMdmix Dataset).

Figure 2: Comparison of depression levels between posts from

people with disabilities (PwD) on Reddit (REDd Dataset) and

posts generated by Gemini-1.5F (LLMdgem Dataset), GPT-4o-

mini (LLMdgpt Dataset), and Mixtral-8B (LLMdmix Dataset).

we define the proportion of each label 𝑙 ∈ {𝑙1, 𝑙2, 𝑙3} as:

𝑃 (𝑙) =
𝑁𝑙

𝑁
,

where 𝑁 represents the total number of posts in the

dataset, and 𝑁𝑙 is the number of posts 𝑝𝑖,𝑙 assigned to

label 𝑙.

Sentiment, emotion, and depression analyses offer quan-

titative insights into emotional tone and mental health

indicators. These analyses enable affective comparisons

with LLM-generated texts and provide a preliminary valu-

able clues about how LLMs represent individuals with

disabilities.

In our setting, to address our RQ, we perform sen-

timent, emotion, and depression analysis on LLMdgem,

LLMdgpt, LLMdmix, and REDd, comparing the first three

datasets generated by the LLMs with the data from people

with disabilities (REDd).

4. Results and Discussions

Figures 1, 2, and 3 illustrate the differences between the

posts in REDd and those LLM-generated, i.e., those col-

lected in LLMdgpt, LLMdmix, and LLMdgem, in terms of

sentiment, depression level, and emotion, respectively.

Figure 1 shows that the three LLMs overwhelmingly

generate posts with positive sentiment, ranging from

99.72% for GPT-4o-mini (LLMdgpt dataset) to 96.39%
for Gemini-1.5F (LLMdgem dataset). In contrast, actual

Reddit posts (REDd dataset) present a starkly different

picture, with 53.06% of posts exhibiting negative senti-

ment. This discrepancy suggests that LLMs systemati-

cally underrepresent the negative emotional tone often

present in real discussions about disability. The tendency

to default to positivity may create an artificial and poten-

tially misleading portrayal of lived experiences.

Figure 2 further reinforces this pattern, as GPT-4o-

mini exhibits no signs of depression, and Mixtral-8B

has only one post classified as "moderate depression" in

the LLMdmix dataset. Gemini-1.5F shows slightly higher

rates, with 4.17% of posts categorized as "moderate de-

pression" and 95.83% as "not depression". Notably, the

few instances of moderate depression detected in LLM-

generated content occur only when the models explic-

itly attempt to portray individuals with depression—and

even then, at very the very low rates indicated above.

These results contrast sharply with the Reddit dataset,

where 20.42% of posts are labeled as "severe depres-

sion" and 26.26% as "moderate depression". In the col-

lected dataset, posts exhibiting symptoms of depression

are present across all the subreddits. The substantial

under-representation of depressive expressions in LLM-

generated content suggests that these models fail to cap-

ture the full emotional depth of real-life disability narra-

tives. By filtering out or minimizing negative expressions,

LLMs risk misrepresenting the struggles and challenges

discussed in real-world communities, substituting them

with a more palatable narrative that aligns with a non-

disabled, socially desirable perspective.

Figure 3 further highlights these discrepancies, show-

ing that Reddit posts contain significantly more negative

emotions, such as anger, disgust, fear, and sadness, while

LLM-generated posts emphasize positive emotions, in-

cluding joy, trust, surprise, and anticipation. This over-

representation of positivity suggests that LLMs adopt

an overly optimistic and sanitized perspective on dis-

ability, potentially reinforcing harmful biases related to

inspiration porn. The lack of emotional diversity in LLM-

generated content may contribute to an inaccurate or

even dismissive portrayal of the emotional realities expe-

rienced by people with disabilities.

Overall, these preliminary findings suggest that LLMs

fail to authentically replicate the emotional tone of real

experiences of social media disabled users. Instead, they



Figure 3: Comparison of emotions between posts from people with disabilities (PwD) on Reddit (REDd Dataset) and posts

generated by Gemini-1.5F (LLMdgem Dataset), GPT-4o-mini (LLMdgpt Dataset) and Mixtral-8B (LLMdmix Dataset).

appear to spread a positivity bias, which may impact how

disability is represented in AI-generated discourse.

To complement our quantitative metrics, we conduct a

preliminary qualitative analysis of both LLM-generated

and real posts, examining their structure and recurring

themes. LLMs tend to frame disability through consis-

tently positive lenses, emphasizing inclusion, accessi-

bility, and triumph over adversity, with frequent use of

words like advocacy, inclusion, grateful, excited, and proud.

Follow an excerpt of a post generated by GPT-4o-mini

when representing a blind person:

I’m a proud member of the blind commu-
nity. [...] One of my biggest passions is
sharing my experiences and advocating
for accessibility and inclusion. [...] I also
want to highlight the amazing community
I’ve found among fellow visually impaired
individuals. We share stories, support one
another, and inspire each other every day
[...].

In contrast, real posts by people with disabilities more

often reference health, educational or financial struggles,

using terms such as pain, unemployed, bad, and anxiety,

worse, reflecting a broader emotional range and lived

complexity.

Follow an excerpt of a post from r/blind:

I was born blind. Always been this way.
From the time I was in high school, I began
to have really bad insecurities about my
blindness. [...] Growing up, I hated every

blind person I went to school with. []. By
the time I got to high school, it just got
worse and worse. [...]

In future research, we will expand this preliminary

analysis with an in-depth qualitative and qualitative the-

matic analysis of posts.

Answer to RQ. The results reveal that the LLMs’ af-

fective descriptions of disability significantly differ from

those expressed by real people with disabilities. LLM-

generated texts largely emphasize positive sentiments

and emotions, minimizing or entirely omitting the neg-

ative feelings that individuals with disabilities often ex-

perience. This tendency risks fostering a form of toxic

positivity that overlooks the complex emotional land-

scape of disability, as highlighted by [45]. The analysis

of REDd’s posts, however, paints a starkly dangerous

picture, where individuals with disabilities frequently

express negative emotions such as anger, sadness, and

fear. These emotional responses are not only shaped by

the inherent challenges of disability but are often exacer-

bated by an inaccessible and exclusionary social-political

environment.

5. Conclusions

In this paper, we investigated how LLMs represent dis-

ability from an affective point of view by comparing AI-

generated portrayals with social media posts authored

by individuals with disabilities. By leveraging a dataset



of Reddit posts and artificial portrayals generated by

LLMs, we analyzed the emotional tone, sentiment, and

depressive patterns of these texts. Our work contributes

not only to a publicly available dataset but also to in-

sights into the fundamental differences in how LLMs

and real individuals describe disability, highlighting sig-

nificant oversimplifications. Most specifically, through

our experiments, we found that LLMs frequently idealize

disability-related affective experiences, producing overly

optimistic portrayals that ignore the complex realities

and challenges faced by individuals with disability. In

stark contrast, posts written by real individuals often con-

vey more nuanced emotions, including negative feelings

stemming from the intersection of their disabilities with

inaccessible and non-inclusive societal systems.

This disconnect highlights the risk of toxic positiv-

ity, where overly optimistic portrayals diminish the real

challenges faced by disabled individuals. Though well-

intentioned, this emphasis on positivity often forces them

into a narrative that idealizes disability through a non-

disabled lens, overlooking their actual experiences. By

replacing negative emotions with an overly upbeat per-

spective, LLMs risk perpetuating exclusionary conditions.

Our findings highlight the broader challenge of ensur-

ing LLMs authentically represent marginalized groups.

While addressing negative stereotypes in AI is crucial,

our study calls for a more nuanced approach that reflects

the diverse realities of marginalized groups without re-

ductive idealizations. This paper raises a critical question:

should LLMs represent affective experiences in an exclu-

sively optimistic, "good vibes only" manner, or should

they strive for more authentic, emotionally complex por-

trayals that better reflect real human experiences?

In future work, we plan to test additional prompts and

simulate a broader range of social media scenarios. We

also plan to expand the collection of posts by including

a wider range of subreddits, social media platforms, and

languages. This will help capture a more diverse set of

experiences from individuals with disabilities. We also

aim to include a broader spectrum of disabilities and an-

alyze how their representation varies across different

categories. Additionally, we will enhance this study with

thematic analysis methods to examine discourses related

to disabilities in real and LLM-generated posts, identi-

fying keywords that distinguish the two corpora—those

written by disabled individuals and those generated by

LLMs. A qualitative analysis will further complement

this approach. Finally, comparing how LLMs portray in-

dividuals with disabilities versus the general population,

following the methodology in [6], will offer deeper in-

sights into these dynamics and help address the risk of

oversimplification or misrepresentation.

Limitations

This paper is a preliminary work and thus has some lim-

itations. First, we focused on a subset of disabilities to

simplify the analysis. While this does not fully capture

the complexity of the subject, it aligns with the approach

taken in similar studies [26]. Second, we use lexicon-

based tools to estimate emotions and sentiments, which

may not always capture contextual nuances, potentially

affecting the accuracy of the analysis. This methodology

is, however, also employed in authoritative studies to

ensure the method remains explainable and reproducible

[6]. Furthermore, although we assume individuals who

mention being disabled are indeed disabled, some may be

bots or people pretending to be disabled. Finally, these

findings are specific to the versions of the models and

the dates on which they were tested (especially those ac-

cessed via API). As LLMs are updated and their guardrails

evolve, these results may change.

Ethical and societal implications

This paper has a positive impact by shedding light on

how disability is represented in zero-shot LLMs, empha-

sizing crucial ethical considerations. Current debiasing

and representation models focus on “category” rather

than “individual,” leading to potentially generalized, in-

sensitive, or inappropriate responses. A model aiming

to be inclusive must understand the personal experience

of the individual represented. These models often fail

to capture pain, suffering, and depression, substituting

them with overly positive language. While optimism may

be suitable in some cases, neglecting suffering flattens

a key human experience. A “only good vibes” approach

risks marginalizing those experiencing hardships, not

just people with disabilities but anyone going through

difficult times, exposing to the risk of inspiration porn.

Therefore, these models must reflect the complexity of

human emotions authentically and respectfully to foster

genuine understanding, inclusion, and support. While ad-

dressing such personal topics may unintentionally cause

misunderstandings, our intention is to promote construc-

tive dialogue between technologists and humanists for

more inclusive AI systems.

Data Availability

The code and the dataset are available at:

https://github.com/marcobombieri/

LLM-disability-representation
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